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Abstract:
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irregular waves, such that it could be replicated by a 3rd Party.  Initial results related to the influence of several 

design variables are presented.  A detailed description and assessment of the performance of different 

fundamental device concepts and power take-offs is included. Implications for the further model development are 

discussed.
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EXECUTIVE SUMMARY 

The present report (WG1 WP1 D3) describes the current implementation status of the wave energy 

converter (WEC) numerical modelling software being developed by Garrad Hassan and Partners Ltd. 

(GH) under the PerAWaT project. The report builds on previous deliverables, namely the 

Methodology Report (WG1 WP1 D1B) and the frequency-domain implementation report (WG1 WP1 

D2), and details the core aspects and key functionalities of the developed code, with emphasis to the 

performance variables related to time-domain simulations. 

The report is organised in nine sections which give a detailed overview of: 

 The scope of the documents and its key objectives – Section 1; 

 The architecture of the developed code, the core aspects of a multi-body dynamic solver and 

key time-domain implementation details – Section 2; 

 The hydrodynamics module  – Section 3; 

 The wave analysis module and its functionality – Section 4; 

 The moorings module and its functionality (exemplified via a case study) – Section 5; 

 The power take-off (PTO) and control modules and their functionality – Section 6; 

 The optimiser module and its functionality – Section 7; 

 Case studies that outline initial results – Section 8; 

 A summary of the key features implemented to date and planned extensions – Section 9. 

As an overall summary, this report present the capabilities of the baseline software in a time-domain 

formulation, which were implemented following the ‘Next steps’ guidelines presented in previous 

PerAWaT deliverables. Using the frequency-domain implementation report (WG1 WP1 D2) as a 

starting point, this report begins by presenting background information regarding the GH multi-body 

code (Bladed) which is used as the kernel unit to describe the dynamics of the WECs. Under 

PerAWaT GH has developed a series of software routines that plug into the Bladed code, to allow the 

definition of a wide range of WECs. This new package (code named WaveDyn) can be considered a 

loads calculation tool which allows the reduction of the uncertainty in the estimation of the relevant 

(single WEC) performance variables and the definition of the parameterisation of the WEC behaviour 

in order to use this in the optimiser module (code named WaveFarmer).  

Although the core structure is shared between the frequency- and time-domain formulations, and thus 

was originally presented in WG1 WP1 D2, it is important to recall the baseline structure in any 

summary attempt. The modules originally envisaged for the WaveFarmer code structure in the 

Methodology Report (WG1 WP1 D1B, Section 1) are now covered in the WaveDyn multi-body 

modelling approach, namely the ‘FD’, ‘TD’, ‘Basic Controller’, ‘External forces code’ and the ‘Wave 

data loader’. The ‘Basic Controller’ and ‘External forces code’ blocks operate as the series of parallel 

multi-body Calculation Modules shown in the figure on the next page, whilst the FD and TD blocks 

are represented in the higher level WVStructure co-ordinating code. The wave data loader is one of the 

I/O routines in the Hydrodynamics Calculation Module. It is envisaged (although not implemented at 

this stage) that the Calculation Modules may be developed to give the user the option of replacing the 

core functionality of each with a DLL interface. WaveFarmer as a software package now refers purely 

to the array design code (and includes the Optimiser and Mapping blocks shown in WG1 WP1 D1B). 

WaveFarmer’s ability to interact with WaveDyn is described in Section 7.  
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The multi-body dynamic solver provides a means of mathematically describing the structural forces 

within the WEC structure. All of the non-structural forces applied to the WEC, resulting from the 

hydrodynamics, PTO or moorings must be calculated separately in code modules parallel to the core 

code (MBCore). If the flexible nature of the multi-body structural approach, which allows a range of 

WECs to be defined and simulated, is to be maintained then a multi-body theme must be propagated 

throughout these applied force calculations. The hydrodynamic and mooring forces need to be 

calculated on a body-by-body basis and PTO calculations are associated with a particular joint in the 

multi-body structure. Furthermore, the separation between the structural and the non-structural code 

modules facilitates future updates to be developed and implemented on a case-by-case basis.   

To summarise the above description, the complete software formulation for the WEC modelling code 

may be seen as a collection of parallel multi-body Calculation Modules, including MBCore (see the 

figure below): 

 The geometrical/structural definition formulated using the MBCore code. 

 A hydrodynamic definition containing the hydrodynamic information and force calculation 

functions for the wave activated bodies in the system (any wave activated structural body 

having a parallel hydrodynamic body containing its particular hydrodynamic properties). 

 A moorings system built up from multiple mooring line ‘bodies’, each containing information 

on the line properties and attachment location on the geometrical structure. 

 A PTO system containing information on the PTO properties and force calculation functions 

for any joint contributing to the energy capture of the device. 

 A control system containing the control algorithm used to control / operate the PTO.  

 

The modular WaveDyn architecture 

Parallel multi-body 

Calculation Modules.  
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Each of these modules (apart from the MB core) was specifically developed (and will continue to be 

developed) under PerAWaT. The functionalities of each module are discussed in greater detail in the 

corresponding sections of this report. This includes also the optimiser module and the wave analysis 

module, which are not represented in the previous figure as these are outside the WaveDyn structure 

(the former is effectively the core WaveFarmer code and the latter is shared between WaveDyn and 

WaveFarmer).   

The time-domain formulation allows a detailed characterisation of a WEC and / or an array of WECs. 

The description of the external forces (e.g. mooring force; PTO force), can be highly nonlinear, unlike 

the frequency-domain approach where these must remain linear (or be linearised) for the model to be 

valid. This more accurate description of the main subsystems results in a more computationally 

intensive model, which may lead to limitations regarding the number of WECs if restrictive 

computational times are applied. Nevertheless it is possible to consider such time-domain formulation 

as the target in terms of numerical accuracy.  

It must be stressed that the current software structure is common to the frequency and time-domain 

models, and also suitable for coupling with the spectral-domain models developed under WG1 WP2. 

Synergies with the methodology developed in WG1 WP2 will also allow a spectral-domain 

representation of the fundamental device concepts (FDCs) via the core modules presented in this 

report. It is envisaged that such spectral-domain representation will allow the optimisation of large 

(100+ WECs) arrays of FDCs. The first direct consequence of sharing the core structure is that there 

are considerable synergies between this report (WG1 WP1 D3) and its frequency-domain equivalent 

(WG1 WP1 D2 Implementation Report: Frequency-Domain Model).  

This has resulted in the use of some sections of WG1 WP1 D2 in this report, with the suitable 

adaptations and updates. The major differences are associated with the development and 

implementation of: 

 The wave analysis module, namely the method for spectral fitting, accuracy of fitted spectra 

and the effect of the parameterisation on the energy yield); 

 The moorings module, for which the baseline implementation now allows nonlinear applied 

loads to be considered (results for a case study using one of the FDCs are presented); 

 The PTO and control modules, as in the time-domain the description of the external forces can 

be nonlinear (leading, e.g., to the first PTO template); 

 The optimiser module, namely the integration with the time-domain solver (WaveDyn) and 

detailed investigation regarding aspects that affect the computational efficiency and both the 

layout and PTO optimisation. 

When compared with the formulation presented in WG1 WP1 D2, it is in the above listed modules that 

most of the time-domain implementation effort is immediately clear, although changes to other 

modules (core and structural) were made. Such additional effort should not be neglected as it 

ultimately ensures that the user of the PerAWaT tools will be able to have a single interface 

irrespective of the formulation and details that his / her WEC (or array of WECs) model requires. 

The initial results presented in this report show the baseline functionality of the code while exploring 

the potential of a time-domain formulation, namely the ability to apply nonlinear mechanically applied 

force profiles (e.g. PTO, moorings). In Section 8 the following aspects are covered in the case studies: 

 The ability to define different FDCs with different characteristics; 

 The influence of different wave input conditions in the response of the WEC; 

 The influence of the array layout in the power absorption characteristics; 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

xv 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

 The influence of the control of the PTO of each array element in the power absorption 

characteristics (by treating the array as a power plant). 

Even though the results in Section 8 are preliminary, such case studies allowed the test of the 

functionality of each module and an effort was made to align these with the verification scenarios 

listed in WG0 D1. Furthermore, the core functionality and case studies here presented are also well 

suited for the configurations to be modelled experimentally under WG2. It is expected that this will 

ensure that comparisons related to initial results from different project partners (GH, UoOx and QUB) 

can be more easily made. However, and as listed in WG1 WP1 D1B, these cases should not be 

confused with a set of representative scenarios for which results will form part of the Beta testing 

specification and will be presented in WG1 WP1 D4 and D15 (versions A and B). Finally, the report is 

concluded with the presentation of immediate next steps that constitute the last series of 

implementation steps prior to the first Beta release (Section 9.2). 
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1 INTRODUCTION 
 

1.1 Scope of this document  

 

This document describes the implementation of the core modules of the wave energy converter (WEC) 

and wave farm modelling package in the time-domain. The primary objective of the numerical models 

developed under WG1 is to predict the performance of an array of WECs under different input 

conditions, multiple design constraints and for several objective functions. The core modules 

described in this report allow the design and optimisation of arrays of fundamental device concepts 

(FDCs) previously identified in WG0 D1. The time-domain model builds from the frequency-domain 

approach and allows more accurate descriptions of several core components, such as nonlinear 

description of the applied (external forces) associated with the moorings system and / or the power 

take-off (PTO).  

 

As mentioned in WG1 WP1 D2, it should be emphasised that work on the core modules will occur 

throughout the course of the PerAWaT project. As a consequence the results presented in the 

implementation reports and those derived from all versions except Beta 2 should be seen as indicative 

of the model functionalities and not as verified or validated outputs. It is likely that the verification and 

validation exercises will assist the consortium (and GH in particular) in debugging the code and in 

identifying potential caveats of the actual formulation.   

 

This report shares a common structure and some key sections with WG1 WP1 D2. It begins by 

presenting background information regarding the GH multi-body code (MBCore), which is used to 

describe the geometry and structural forces within WEC designs, in sufficiently flexible manner in 

order to model the different FDCs (Section 2). As described in WG1 WP1 D2, and given the necessity 

to develop a tool that is able to analyse any FDC in isolation including the loading environment and 

also a tool that is able to accurately predict the energy yield for a given array layout, two 

complementary software packages are now envisaged: WaveDyn, which can be considered a loads 

calculation tool and is designed to simulate the performance of a single WEC; and WaveFarmer, an 

optimiser module that evaluates the performance of a WEC in any given array position. The 

parameterisation of the WEC model and its individual environmental conditions allows WaveFarmer 

to use WaveDyn as an equation of motion solver. In WG1 WP1 D2 that parameterisation was limited 

to a frequency-domain model of each WEC; via the implementation described in this report a time-

domain model of each WEC can be made. Further work will explore the potential of spectral-domain 

representation of WECs (WG1 WP2). The optimiser module (WaveFarmer) is fundamentally capable 

of using any of these models, i.e. it is agnostic regarding the solver.   

  

An update of the specific software routines that have been developed and their interaction with the 

MBCore code is given in Section 2, and further detailed in the subsequent sections. In particular, and 

as in WG1 WP1 D2, the following modules are described in the sections mentioned below: 

 

 Hydrodynamics – Section 3; 

 Wave climate – Section 4; 

 Moorings – Section 5; 

 PTO and control – Section 6; 

 Optimiser – Section 7. 

 

 

In all these sections, the starting point is Section 9.2 (‘Next steps’) of WG1 WP1 D2, where the 

immediate extensions when considering the time-domain formulation were identified. Each individual 
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section is then further developed by presenting details related to the implementation of such 

extensions. 

 

The report is concluded with two further sections. Firstly, in Section 8 the functionalities of the time-

domain implementation are illustrated by presenting results for a series of cases studies. These refer to 

simulations where single FDCs and arrays of FDCs are analysed and their response to representative 

input conditions is quantified. Finally, in Section 9 the key functionalities of the software (at this 

stage) are summarised and the potential extensions detailed, for each individual modules. 

 

1.2 Purpose of the time-domain model 

 

The key objectives of the time-domain model described in this report are to allow: 

 

1. the modelling of various FDCs (in isolation or in an array) under a wide range of input 

conditions; 

2. the modelling of the external forces, namely the PTO and moorings forces, to a greater level 

of detail than that associated with a frequency-domain approach; 

3. the completion of a core software structure, common to the frequency and time-domain 

models, and also suitable for coupling with the spectral-domain models developed under WG1 

WP2. 

 

The time-domain model allows a detailed characterisation of a WEC and / or an array of WECs. 

Unlike the frequency-domain approach, the description of the external forces (e.g. mooring force; PTO 

force), and the structural geometry (dictating the kinematics in response to these), can be nonlinear. 

Typically this leads to a more computationally intensive model, suitable for the detailed assessment of 

the performance of a WEC or an array of WECs. Some fundamental hydrodynamic properties 

obtained in the frequency-domain are still necessary, as the solution of the radiation and diffraction 

problems are still dependent (for an explicit model) on the use of a flow solver as described in WG1 

WP1 D2. The core code and functionalities are shared between both the frequency and time-domain 

formulations (e.g. the optimiser module has the same key functionalities). Synergies with the 

methodology developed in WG1 WP2 will also allow a spectral-domain representation of the FDCs 

via the core modules presented in this report. It is envisaged that such spectral-domain representation 

will allow the optimisation of large (100+ WECs) arrays of FDCs.    

 

As a direct consequence of objective 3 (listed above) there is considerable cross-over between this 

report (WG1 WP1 D3) and its frequency-domain equivalent (WG1 WP1 D2 Implementation Report: 

Frequency-Domain Model). This has resulted in the use of some sections of WG1 WP1 D2 in this 

report, with the suitable adaptations and updates. The key differences are associated with the 

description of the applied forces, and with the further development of the PTO, control and moorings 

modules.  

 

Finally, it must be recognised that the implementation reports (frequency and time-domain) should not 

be confused with a theory or a user manual. Although there are more resemblances with regard to the 

draft theory manuals (WG1 WP1 D4a and D15a), both implementation reports are documents subject 

to further updates prior to the compilation of the Beta releases, as part of the ongoing verification and 

validation effort.     
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1.3 Specific tasks associated with WG1 WP1 D3 

The tasks addressed in this report are: 

1. Development of a time-domain numerical model aligned with the methodology and objectives 

defined in WG1 WP1 D1b. 

2. Definition of a common software structure to be shared between the frequency and time-

domain versions of the wave farm modelling package, including all the associated modules. 

3. Compilation of a first series of representative results, to illustrate the core functionalities and 

typical outputs (allowing end-user feedback to be incorporated in the software releases).  

 

1.4 WG1 WP1 D3 acceptance criteria 

The acceptance criteria as listed in the Technology Contract and the sections of this report that 

demonstrate that they have been met are: 

 

1. The report contains details of the model implementation of the previously defined 

methodology (WG1 WP1 D1b) in the time-domain to analyse arrays of FDCs in regular and 

irregular waves (such that it could be replicated by a third-party) - Sections 2 through 7. 

2. Initial results related to the influence of several design variables (FDC, wave climate, array 

layout, control of the PTO for each array element, …) are presented - Section 8. 

3. A detailed description and assessment of the performance of different FDCs and PTOs will be 

included – Sections 6 and 8. 

4. Implication for the further model development activities are discussed - Section 9. 
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2 WAVEDYN CODE ARCHITECTURE 

2.1 Overview of the implementation: the need for multi-body modelling 

As highlighted in WG1 WP1 D2, the wave energy industry is currently at an infant stage, and no 

standard WEC type or design has yet emerged. This means that a variety of geometrical and internal 

system formats are currently under development. It is unclear whether the WEC designs will converge. 

As multiple WECs are now approaching a late pre-commercial development stage, a WEC 

performance and loading simulation tool designed to service the industry as a whole must operate to 

some extent in a multi-body format, as this is the only viable approach to model WECs with different 

configurations (type of FDC, number of bodies, etc).  

A multi-body simulation concept allows a wide range of engineering systems to be modelled, using a 

single simulation tool, as a generalised collection of interacting components, or bodies. In a multi-

body system each body only contains information about its own physical properties (and potentially 

also the nature of external forces applied directly to it) and serves as a building block for the 

generation of a complete multi-body structure using a generalised technique. A record of the 

connectivity between adjacent bodies allows forces or prescribed deflections, or any change that 

affects the system states – the minimum set of variables that wholly describe the system at a given 

instant in time – to be applied at one body and transmitted through the structure (in a structural sense, 

the states are the displacements and velocities of all the degrees-of-freedom, DOFs).  

The key aspects of the formulation of the GH multi-body structural code are outlined in the following 

subsections. Some of these aspects are common in both the frequency and time-domain 

implementations, and as a results the multi-body software concept was initially introduced in  WG1 

WP1 D2.   

 

2.2 WaveDyn calculation modules: MBCore and the applied force calculations 

Developments in GH’s wind turbine performance and loading software, Bladed, have in recent years 

stimulated the creation of an in-house structural multi-body formulation. The code, “MBCore”, has 

experienced an extensive internal verification and validation procedure and has been developed as a 

stand-alone library that is discrete from the wind turbine specific Bladed modelling software, making 

it ideally suited to an expanded role as the geometrical and internal structural forces formulation in the 

WaveDyn WEC design tool. The application of the MBCore rigid body modelling capabilities, 

including structural connectivity and nomenclature, and coordinate system conventions, was described 

in detail WG1 WP1 D2. A summary of the structural coordinate system conventions has been included 

in Appendix A for reference. WaveDyn uses MBCore as a means to define a mechanical equation of 

motion for the system which may then be solved in the time-domain by a central WaveDyn integrator. 

At the start of each simulation, the WEC structure is built up by the WaveDyn parsing code as it reads 

in the structural information provided by the user. A validity check is carried out (ensuring the 

structure is not indeterminate or physically broken) before the structural equations of motion are 

formulated and information regarding the number of structural system states to be integrated is 

returned to the integrator code.  

During simulation, the MBCore structure operates in parallel with a set of applied force calculation 

modules as shown in Figure 2.1. These include a hydrodynamic, moorings and PTO and Control 

modules. The modules each contain parallel multi-body structures, incorporating ‘bodies’ within 

which all of the information required to evaluate applied forces on their structural, MBCore 

counterparts are stored. At each integrator timestep, the applied force calculation modules may request 

kinematic structural information from MBCore and return loads to be applied to the structure so that 

the complete set of parallel multi-body structures may be solved over time by the central integrator. 
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The kinematic, loading and system integrator states information is transferred through a coordinating 

level of code, marked in Figure 2.1 as ‘WVStructure’, which also handles the transfer of the returned 

loads to the MBCore system.  

 

Figure 2.1. The modular WaveDyn architecture. 

 

2.3 The time-domain numerical integration process   

The WaveDyn code structure is designed for time-domain simulation, although the results may be 

later processed, in the case of linear models, to obtain frequency-domain results. Indeed, the time-

domain integration process is the driving functionality behind the WaveDyn code architecture. The 

code operates with explicit integrators, which require the system to return the state derivatives as a 

function of a supplied set of state values. Some integrator algorithms require multiple state derivative 

calculations to be completed at each simulation timestep, passing the system a different set of 

intermediate state values in each call and using the state derivative values returned by the system to 

calculate a final set of state values for the timestep; these are the values that are saved as the 

simulation results before the simulation advances to the next step. Other, multi-step integrators may 

rely on state values for multiple past timesteps for the calculation of future timestep states. Variable 

timestep integrator algorithms adjust the timestep size dynamically based on the magnitude of the state 

derivative values, so that periods where the system dynamics are fast can be more accurately captured. 

The WaveDyn code has been designed to support a range of integrators, potentially requiring 

intermediate state calls and variable timestep functionality. Implicit integration algorithms are not 

currently supported, however later developments to WaveDyn requiring the solution of numerically 

stiff systems could result in their inclusion in the future. The calculation modules would not need to be 

modified significantly for this to occur, but the integration algorithm would need to incorporate an 

Parallel multi-body Calculation 

Modules.  
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iterative numerical root-finding algorithm (such as a Newton-Raphson implementation) to allow the 

integrator to rapidly converge on a consistent set of next timestep system states.  

The integrator is designed so that it may operate on states used in the calculations completed by any 

one of the calculation modules. These may be the freedom displacements and velocities in the case of 

MBCore, or internal PTO states, such as accumulator charge, to potentially states describing the 

mooring dynamics or hydrodynamics. At the start of the simulation, the integrator makes an 

initialisation call, which queries all of the active calculation modules for states. The calculation 

module structures analyse their systems and return the initial state values as well as any integration 

process tolerances to the integrator, receiving a reference index for the state positions in the complete 

integrator state list. On subsequent timesteps, the integrator code calls a function in each of the 

calculation modules that returns the indices of the states that module requires. The appropriate state 

values are then passed to the calculation module so that it may evaluate loads or motions (using the 

CalcStateDevs functions in the case of the applied force modules) and return the state derivatives to be 

used in the integration algorithm. The applied force calculation modules require additional, kinematic 

data from MBCore to complete the load calculations and so this is provided alongside the necessary 

integrator state values. The overall process was described briefly in WG1 WP1 D2 and is illustrated by 

Figure 2.2. Note that the control module acts on the system through the PTO and so has not been 

included in the diagram. It is possible for internal control states to exist in the control calculation, in 

which case these would be processed directly by the integrator as well. 
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2.4 Input data handling 

Apart from the ‘Interface’ and ‘Input’ file blocks, the code illustrated in Figure 2.1 collectively 

constitutes what may be referred to as the WaveDyn engineering code executable. The engineering 

code is responsible for completing a user-specified simulation and writing the simulation outputs but is 

reliant on receiving a description of the WEC as an input file. The WaveDyn input file may take one 

of two alternative forms; the first of these is the ‘.IN’ text file format that was described in detail in 

Section 2.7 of WG1 WP1 D2 and consists of blocks of body parameters marked by {BODY and 

}BODY tags as well as wave environment and simulation control information. The second input file 

type has been developed with recent work, performed outside PerAwaT, on a prototype WaveDyn 

graphical user interface (GUI), which writes a .xml format input file for the engineering code to parse.  

The applied force calculation module input parameter data formats for the .IN file input option are 

described in Sections 3 and 6 and also in WG1 WP1 D2 as, without GUI support, this format is the 

more demanding for the user compile. The information contained in both .IN and xml input file 

formats is consistent however and a thorough description of the user input process using the WaveDyn 

GUI will be provided in the draft WaveDyn user manual under WG1 WP1 D4a / D4b.  

A preliminary screenshot of the developmental WaveDyn GUI is presented in Figure 2.3 below. 

 

Figure 2.3. Screen-shot of the prototype WaveDyn GUI. 

The GUI prompts the user to supply the compulsory set of simulation setup and wave data parameters 

and also supports the construction of the multi-body system structure through the addition of new 

bodies (notice the ‘Add Body’ and ‘Delete Body’ buttons on the ribbon bar) and connecting nodes. 

Hydrodynamic and PTO properties may be added to the bodies (the equivalent to incorporating <hy 

>hy and <pto >pto blocks in the .IN file) using specifically designed interface screens that support 

matrix and vector entry in the .IN file text format or in a graphical grid where data may be copied and 
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pasted from a spreadsheet or other cell-based interface (such as the MATLAB variable editor). A 

screen-shot of the matrix editing window is shown in Figure 2.4. 

 

Figure 2.4. Matrix editing window in the WaveDyn GUI. 

A user may use the GUI to save and load model definitions and call the engineering code executable to 

run the defined simulation by clicking on the ‘Run Calculation’ button; it is at this point that a .xml 

input file is written for the engineering code parser to read in as shown in Figure 2.1, although the .xml 

format is also used for the save and load operations. 

2.5 Output data handling 

2.5.1 Data collection and storage in the code 

The WaveDyn simulation results are required to incorporate data calculated throughout the modular, 

multi-body code structure. Scope limitations inside the software mean that it is extremely useful to be 

able to save output data at the location where it is calculated, however it is equally the case that all 

output variables need to be tabulated in a consistent format and written in a coordinated manner. 

Repeatedly opening and closing output files to write small amounts of data is computationally 

expensive, advocating the argument for an output buffer approach and grouping of multiple output 

variables in a single output file. The format of the data written to disk must lend itself to graph plotting 

or post-processing codes and must accommodate the variability in the output data types, which may, in 

the case of vector and matrix data, have multiple dimensions. 

GH have previously developed an output file format for wind industry applications, which is 

supported by existing graph plotting and statistical post-processing functionality for multi-dimensional 

data. The format is human readable, as long as the numerical data is printed in ASCII rather than 

binary format and also lends itself to use in post-processing tools based on e.g. MATLAB. The output 

file generation code embedded in the other software products is not easy to extract however, so whilst 

a final, well developed results file format is available for WaveDyn to use, all of the code required to 

generate the output has been developed separately under PerAWaT and is documented in full below. 

The code is much more flexible than the original pre-PerAWaT GH output generation code, 

embracing the modular, multi-body WaveDyn formulation so that additional outputs may be easily 

added as new features are developed. 

WaveDyn simulations produce multiple output files, each containing data with a consistent set of 

dimensions. The data itself is stored alone (without headers or axes) in a file with an .$XX file 

extension on the simulation output path, where the “XX” is a two digit reference number. The output 

stream headings and axes for the data dimensions, as well as a general description of the data in the 

output group are provided a ‘header file’, which has a .%XX extension (the reference number 

matching the data file). The format of both file types is described below. 

Each .$XX file may be considered a single, multi-dimensional group of data. The first dimension of 

the data group is always a list of variable names (such as ‘Radiation Force’, ‘Excitation Force’, 
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‘Hydrostatic Force’), these are the data series streams available to view, whilst the subsequent 

dimensions describe the data (so the second might be ‘Surge’, ‘Sway’, ‘Heave’, ‘Roll’, ‘Pitch’, ‘Yaw’ 

and the third might be time or frequency). The first group dimension (the variable names) represent 

the columns in the .$XX data file, whereas the data dimensions must each be assigned an ‘axis’, which 

is defined by a self-contained block of parameters in the header file (see Section 2.5.2) containing 

ordinate values and unit type. The output data order within the columns in the .$XX files is subject to 

the size of the data dimension axes, but in the hydrodynamic forces example given previously, each 

time or frequency value is made up of six rows, one for each freedom. The subsequent six rows 

represent the next time or frequency. The data dimensions (and their axes) are defined once in the 

header (.%XX) file for all variables in the data group, so variables may only be grouped together in an 

output file/header combination if they have the same dimensions. 

The multi-body nature of the simulation code means that the number of outputs produced by the 

simulation is not explicitly known at the code development stage (it is heavily dependent on the 

number of bodies in each of the multi-body calculation modules). Equally a user may wish to specify 

that some outputs are logged in the simulation but not others. If the output generation code is to 

accommodate this, it is convenient to once again adopt an object orientated approach. A set of data 

handling classes operating on four levels have been defined for the purpose in a dedicated output data 

project. The details of each are described in Table 2.1 below: The C++ project containing these files is 

visible to each of the Calculation Modules.  

 

Class Name Functionality Derived 

Classes 

GHIOAxis Contains the axis information for a single data dimension. Each 

axis can be one of three types. Type 1 allows the axis to contain a 

list of tick-mark labels (such as Surge, Sway, Heave, Roll, 

Pitch,Yaw). Type 2 is an equally spaced numerical ordinate defined 

by a start value and a step size (the time ordinate for a fixed 

timestep simulation may fall into this category). Type 3 contains a 

list of numerical values that are not necessarily equally spaced (a 

variable timestep integrator simulation could more easily use this 

format, as can may a frequency spectrum ordinate where a finer 

resolution might be advantageous over a particular frequency 

range). The class contains member functions for adding data to 

Type 1 and Type 3 axes (called by GHIOSeries objects) and also 

for writing the axis properties data to a output header (.%XX) file.  

None 

GHIOSeries Contains the recorded data buffer for a single output variable as 

well as pointers to the GHIOAxis objects describing the data 

dimensions. Member functions support the recording of new data 

values (which must be provided in conjunction with new axis data 

to ensure the axis and series dimensions match) and clearance of 

the recorded data so that memory is made available once the values 

have been written to disk. The data buffers can have a pre-allocated 

size in memory to speed up the recording of data as long as the data 

flushing (write to disk) interval is known (so that the size of buffer 

required can be calculated). The pre-allocation size is passed down 

from GHIOControl and updated if necessary every time a call is 

made to add a new value to the series. Memory pre-allocation is 

important for simulation speed as it prevents constant movement of 

the potentially large data buffers to new memory locations. 

Three derived 

classes support 

recording of 

scalar, vector 

and matrix data. 
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GHIOGroup Class to contain multiple GHIOSeries objects. The data from each 

GHIOGroup is written to disk on a single data (.$XX) file, with a 

corresponding header (.%00). Member functions provide 

functionality to flush all the GHIOSeries object data buffers, 

writing data to disk, and to write the header lines in the .% file. A 

call is made to the GHIOAxis objects through one of the 

GHIOSeries objects to write the axis header lines. 

Three derived 

classes support 

scalar, vector 

and matrix 

GHIOSeries 

objects  

GHIOControl The top level class accommodates multiple GHIOGroup objects. 

Member functions support the addition of new GHIOGroups and 

allow an external code to instruct all GHIOGroup objects to flush 

their GHIOSeries data, or to write their header (.%XX) files. 

Memory pre-allocation for all GHIOSeries objects in the simulation 

may also be updated. 

None. 

Accommodates 

a mixture of 

GHIOGroup 

types. 

Table 2.1. Data output classes functionality. 

Each calculation module contains a pointer to a GHIOControl object, to which it adds GHIOGroup 

objects as the bodies in its multi-body system are constructed (during the .IN file parse process). The 

GHIOGroup objects contain sets of GHIOSeries objects, one for each body variable being reported. 

The GHIOGroup object ensures that all of the GHIOSeries objects it contains point to the same 

GHIOAxis objects describing their data dimensions. Both the GHIOSeries and GHIOAxis objects 

designed to report data from a body are created by the body constructor functions, which are called 

before the new body GHIOSeries are compiled to form a GHIOGroup in the GHIOControl object.  

In the WaveDyn formulation, the GHIOControl pointers in each calculation module are set to a single 

GHIOControl object on the memory heap (the only object of this type). This allows the WVStructure 

co-ordinating code to control how the output files for all of the GHIOGroups are written, by calling 

the GHIOControl object member function. At the lower end of the formulation, the GHIOSeries 

objects are directly accessible by the mathematical functions in the bodies in the Calculation Modules, 

making it easy to add new values as they are calculated.  

 

2.5.2 Output format: the output header (.%XX)  file 

The GH output format header files contain a series of parameter – value sets in the order described in 

Table 2.2. 

 

Variable 

Name 

Type Valid 

Range 

Description  Notes 

FILE String - Corresponding .$XX data file 

path and name. 

 

ACCESS String D or S Data in the .$XX file is in: 

D = Binary format 

S = ASCII format 

Always ASCII 

in WaveDyn. 

FORM String F or U Formatted/ 

Unformatted 

Not used by 

WaveDyn. 

RECL Integer 2,4,8 Record length for binary files Not used by 
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WaveDyn. 

FORMAT String I*2, I*4, 

R*4, R*8 

Variable type for binary files. The 

* may be omitted. 

Not used by 

WaveDyn. 

MISSING String  Value denoting missing data Not used by 

WaveDyn. 

HEADREC Integer >=0 No. of bytes at start of binary file, 

or no. of lines at start of ASCII 

file, which are used to store 

header information rather than 

numerical data. 

Not used by 

WaveDyn – no 

header names 

are stored in the 

.$XX file. 

CONTENT String  Description/source of data   

CONFIG String type of data e.g. STATIONARY, 

TRANSIENT, TABLE, etc. 

All WaveDyn 

data is 

STATIONARY. 

NDIMENS Integer 1 - 5 The number of dimensions of the 

data file. The first dimension is 

used for defining the number of 

distinct variables within the data 

file (the number of GHIOSeries 

objects in the group). 

 

DIMENS NDIMENS 

integers 

(whitespace 

separated) 

>0 The number of elements in each 

dimension. Potentially, each 

element of the first dimension can 

have different units and a 

different description.  The last 

dimension is used for the 

independent variable 

 

GENLAB String - Label that describes the whole of 

DIMENS[1] 

Just as 

additional 

information. 

VARIAB DIMENS[1] 

Strings 

(whitespace 

separated), 

- List of variable names for each 

variable represented in 

DIMENS[1].  Separated by 

spaces, names containing spaces 

to be enclosed in single quotes. 

 

VARUNIT DIMENS[1] 

Strings 

(whitespace 

separated), 

See list in 

Table 2.3 

below 

List of units for each variable 

represented in DIMENS[1]. 

 

VAROFFSET Double 

precision, 

floating 

point. 

- Recorded data value (in SI units) 

= 

VARSCALE*(V - VAROFFSET) 

Optional, 

default = 0 

VARSCALE Double 

precision, 

floating 

- where V = Value in file Optional, 

default = 1 
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point. 

 FOR d = 2 to NDIMENS       (For each data dimension axis. These lines are written by GHIOAxis) 

    AXISLAB String - Label for the variable represented 

by DIMENS[2] (in single quotes 

if it contains spaces) 

 

    AXIUNIT String See Table 

2.3. 

Units for the variable represented 

by DIMENS[2] as in table below. 

 

    AXIMETH Integer 1,2,3 Axis Type as described in Table 

2.1: 

1 = list of labels 

2 = Start value and step (for 

regularly spaced values) 

3 = list of values 

 

    IF AXIMETH = 1   (Axis Type 1 – as described in Table 2.1) 

       AXITICK List of 

strings, 

DIMENS[d] 

long. 

- List of axis tick mark labels  

    ELSE IF AXIMETH = 2    (Axis Type 2 – as described in Table 2.1) 

       MIN Double - Start value  

       STEP Double - Step size  

    ELSE IF AXIMETH = 3 (Axis Type 3 – as described in Table 2.1) 

       AXIVAL List of 

Doubles, 

DIMENS[d] 

long. 

Whitespace 

separated. 

- List of values  

    END IF 

 END FOR 

Table 2.2. Output header file parameter-value combinations. 

The ‘unit’ parameters described in Table 2.2 can be set to any one of the parameter strings described 

in Table 2.3 below. 

 

Label Meaning Label Meaning Label Meaning 

L Length (m) FLL  - No units 

L/T Speed (m/s) FLTT/AA  N No units 
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A Angle (rad) T Time (s) FL/L  

A/T  1/T  LLL  

M Mass (Kg) P Power (W) F/LL  

M/L  PT  LLL/A  

MLL  A/P  Q Reactive power (VA) 

F Force (N) A/PT  I Current (A) 

FL Torque (Nm) A/PTT  V Voltage (V) 

F/L  M/LLL  VI  

FL/A  M/LT    

FLT/A  L/TT    

Table 2.3. GH Output file unit strings. 

An example output file header produced by WaveDyn is given in below 

 

Figure 2.5. An example WaveDyn output file header (.%XX) file. 

 

2.5.3 Output format: the output data file (.$XX) 

Data is written to the output data file (.$XX) as columns. There are  DIMENS[1] columns, one for 

each GHIOSeries in the group. The data in the rows is then written in sequential order, one dimension 

at a time, so for a frequency spectrum of vector data, where the DIMENS[2] dimension is the vector 

size and DIMENS[3] is the frequency ordinate, the first DIMENS[2] rows will be together represent 

the first frequency value and the next DIMENS[2] rows will represent the next frequency value, and 

so on until the end of the data is reached. This arrangement is illustrated by the examples below: 

FILE  TestPowprod.$04 

ACCESS S 

FORM U 

RECL 4 

FORMAT R*4 

CONTENT Float-MB 

CONFIG STATIONARY 

NDIMENS 3 

DIMENS 2 6 4000 

GENLAB Float-MB 

VARIAB 'Global Position' 'Global Velocity' 

VARUNIT L L/T 

AXISLAB 'Freedom' 

AXIUNIT - 

AXIMETH 1 

AXITICK 'Surge' 'Sway' 'Heave' 'Pitch' 'Roll' 'Yaw' 

AXISLAB 'Time' 

AXIUNIT T 

AXIMETH 2 

MIN  0.0 

STEP  0.01 
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Example 1: 

Header lines: 
NDIMENS = 3 

DIMENS  = 4, 3, 2 

The data has the form (where “A312” represents the value at the third position in the first 

dimension, the first position in the second dimension and the second position in the third 

dimension): 
A111 A211 A311 A411 

A121 A221 A321 A421 

A131 A231 A331 A431 

A112 A212 A312 A412 

A122 A222 A322 A422 

A132 A232 A332 A432 

Example 2: 

Header lines: 
NDIMENS = 2 

DIMENS  = 2, 3 

The data has the form: 
A11 A21 

A12 A22 

A13 A23 

When the first dimension only has a size of 1 (there is only one output variable in the group – so only 

one GHIOSeries object in the GHIOGroup object for which the outputs are being generated), then the 

format takes an alternative form to make better use of the space available in the output file. If the 

header file lists three dimensions (the GHIOSeries are storing vector values over perhaps a time 

history or frequency spectrum), then the second dimension is typically small (the number of vector 

elements) and is denoted by the separate columns in the data file; whilst the third dimension (which is 

typically large – the time or frequency ordinate) is represented by the rows, as shown in Example 3 (in 

this case the third dimension is not large, having a size of 3 only): 

Example 3: 

Header lines: 
NDIMENS = 3 

DIMENS  = 1,5,3 - Note the 1 as the size of the first dimension 

The data has the form: 
A111 A121 A131 A141 A151 

A112 A122 A132 A142 A152 

A113 A123 A133 A143 A153 

If the first dimension only has a size of 1 and the header file lists just two dimensions (so the 

GHIOGroup contains a single GHIOSeries of scalar data recorded over, perhaps time or frequency), 

then the second dimension is typically large and so the data is stored as a single column as shown in 

Example 4 (where once again, the second dimension is not actually large, having a size of 6 only). 

Example 4: 
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Header lines: 
NDIMENS = 2 

DIMENS  = 1,6    - Note the 1 as the size of the first dimension 

The data has the form: 
A11 

A12 

A13 

A14 

A15 

A16 

This format is designed to ensure that the data files contain many rows rather than many columns.  

All data is written to the output data files in standard index form with six decimal places (seven 

significant figures) and an exponent. 

 

2.5.4 Post-processing functions 

The GUI incorporates the GH ‘Data View’ results plotting and tabulation tool, which allows a user to 

browse for a completed WaveDyn simulation and view the output data, either in graphical format 

(many of the plots shown in Sections 6, 7 and 8 have been produced in Data View) or in tables 

displayed on screen or exported to an text or Microsoft Excel file. The Data View facility reads the 

WaveDyn output header and data files and is shared with the Bladed wind turbine modelling software, 

which has lead to the development of more advanced features allowing the user to switch between 

multiple unit types (such as radians or degrees) and to rapidly produce multiple plots or compute a set 

of basic statistics on a simulation time-series. A screen-shot of the Data View window is shown in 

Figure 2.6. 

Use of the existing GH output file format means that an additional, statistical data processing code, 

DTSignal can complete a number of more advanced statistical analysis operations on the output data. 

This may form a template for WaveDyn’s more advanced, future post-processing tools; however the 

WaveDyn version will contain more wave specific processing operations. 
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Figure 2.6. The Data View Graphical User Interface Window. 
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3 HYDRODYNAMICS MODULE 

3.1 Overview of the development strategy: key theoretical aspects 

In the time-domain, the hydrodynamics module is required to evaluate the excitation, radiation and 

hydrostatic forces acting on each wave activated body in the system and return a set of resultant forces 

to be applied at particular locations in the WEC structure. It is useful to refer to the time-domain 

equation of motion for a single body under wave loading in the form described in detail in WG1 WP1 

D1b, reproduced below for convenience. 

            txxftfdxtkxfxmm exte

t

hsrm ,...,,   


    [3.1] 

The structural elements of the equation of motion are compiled by the MBCore Calculation Module, 

so that in reality the equation of motion is solved by WaveDyn for the complete system in an 

expanded, more generalise form; however on an individual body basis, the hydrodynamic forces in 

terms of a constant, infinite frequency added-mass, a hydrostatic stiffness, a radiation force 

convolution and a wave excitation force are applied in the format indicated. The constant added-mass 

at infinity values for the wave activated bodies,  rm , may be added directly to the MBCore 

structure at the beginning of the simulation and so the task in the Hydrodynamics Calculation module 

is to evaluate: 

 the excitation force,  tfe ; 

 the radiation convolution term,    




t

dxtk   , and  

 the hydrostatic force,  xfhs  which is a linear stiffness term if a water-plane area is assumed 

constant (for the case for a linear formulation), 

for each wave activated body in the system. Note that interactions between adjacent bodies means that 

the velocities vector,  x  is comprised not just of the velocity components for the body in question, 

but also those of all of the surrounding bodies and the impulse response functions matrix,  k  contains 

cross-terms for these accordingly. 

 

3.2 Data formats and co-ordinate systems 

The user is responsible for supplying the hydrodynamic data for the wave activated bodies. The 

WaveDyn engineering code executable is designed to read input data from both a .IN text file, the 

format introduced in WG1 WP1 D2, and an .xml input format written by the graphical user interface 

(GUI), under development for the first Beta 1 release – see Figure 3.1. The actual input parameters and 

numerical quantities themselves are the same regardless of the format and a complete, updated list of 

the hydrodynamic inputs required by WaveDyn is given in Table 3.1 below. A complete set of data 

must be provided for each wave activated body in the system.  
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Table 3.1. Hydrodynamics Force Calculation Data .IN File Parameters.  

 

WaveDyn Hydrodynamic Input Parameters 

Input Parameter 

Name 

(as presented in the .IN 

file) 

Data Format Parser Dependencies Description 

-Morrison 0+BEM 

Integer Value. 

 ≥ 0 : Boundary 

Element Method Body 

<0 : Morrison Element 

Body (not currently 

supported) 

None 

Parameter is 

compulsory, even 

though it is currently 

redundant. 

Simple Flag. 

Morrison element data 

is not currently 

supported; all bodies 

must be modelled 

using a Boundary 

Element Method 

(BEM) flow solver 

data. 

Radiation Force Data 

BodyInteractOrder 

Vector of N strings. N 

is the total number of 

wave activated bodies 

in the system. 

None 

Compulsory 

Describes the order in 

which the inter-body 

cross-terms appear in 

the AddMassInf and 

IRFData matrices 

AddMassInf 

6x6N Matrix – Added 

mass and moments of 

inertia about the body 

centre of mass. 

Includes inter-body 

cross-terms. 

None, 

Compulsory 

Added masses and 

moments of inertia at 

infinity 

ImpResAvailable 

Integer Value 

>0 – Impulse response 

function data provided 

≤ 0 – Impulse response 

function not provided 

None, 

Compulsory 

If the impulse 

response function is 

not provided it may be 

calculated from the 

radiation damping 

data, however this is 

not currently 

supported. 

NumRDampFreq Integer 
None, 

Compulsory 

Number of 

frequencies at which 

radiation damping 

data will be provided. 

RDampFreq 

Vector of  
NumRDampFreq 

elements. Each 

element is a double 

precision, floating 

point number. 

Read if  

 NumRDampFreq > 0  

Otherwise parameter 

should be omitted. 

Frequency ordinate of 

radiation damping 

data. 

RDampMat 

NumRDampFreq 6x6 

Matrices. Each new 

matrix must start on a 

new line. New lines 

Read if  

 NumRDampFreq > 0  

Otherwise parameter 

should be omitted. 

Radiation damping 

data. Matrix format is 

Surge, Sway, Heave, 

Roll, Pitch, Yaw. 
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mid-matrix may still 

be used instead of a “,” 

to mark a new row. 

IRFEqualTimeSpace 

Double precision 

floating point number. 

Impulse response 

function time ordinate 

is equally spaced, by 

this amount if >0. 

<0 – Spacing is 

uneven. 

Read if 
ImpResAvailable > 0 

Otherwise parameter 

should be omitted. 

Equal spacing of the 

time ordinate speeds 

up interpolation of the 

data during evaluation 

of the radiation forces 

convolution integral at 

run-time. 

NumImpResTimes Integer 

Read if 
ImpResAvailable > 0 

Otherwise parameter 

should be omitted. 

Number of time 

values in the impulse 

response function time 

ordinate. 

IRFTimes 

Vector of 
NumImpResTimes 

elements. Each 

element is a double 

precision, floating 

point number. 

Read if 
ImpResAvailable > 0 

Otherwise parameter 

should be omitted. 

Impulse response 

function time ordinate. 

IRFData 

NumImpResTimes 

6x6N matrices. Each 

new matrix must start 

on a new line. New 

lines mid-matrix may 

still be used instead of 

a “,” to mark a new 

row. 

Read if 
ImpResAvailable > 0 

Otherwise parameter 

should be omitted. 

Impulse response 

function data. Includes 

local body and inter-

body cross-terms in 

column-wise the order 

specified by  
BodyInteractOrder. 

IRFCutTime 
Double precision 

floating point number. 

Read if 
ImpResAvailable > 0 

Otherwise parameter 

should be omitted. 

Length of time-history 

used in the evaluation 

of the radiation force 

convolution for the 

body in question. 

Short time will speed 

up the simulation but 

will result in loss of 

accuracy. 

MinConvInterval 
Double precision 

floating point number. 

Read if 
ImpResAvailable > 0 

Otherwise parameter 

should be omitted. 

The minimum time 

spacing between 

values stored in the 

convolution time 

history buffers. A 

short time reduces 

simulation speed, but 

improves accuracy. 

Excitation Force Data 

NumExciteFreq Integer 
None, 

Compulsory 

Number of frequency 

values in the 

excitation force 

frequency ordinate. 
ExciteFreqEqSpace Double precision None, Equal spacing of the 
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floating point number. 

Impulse response 

function frequency 

ordinate is equally 

spaced, by this amount 

if >0. 

<0 – Spacing is 

uneven. 

Compulsory frequency ordinate 

speeds up 

interpolation of the 

data during 

evaluation of the 

wave excitation 

forces at run-time. 

NumExciteDirs Integer 
None, 

Compulsory 

Number of direction 

values in the 

excitation force 

direction ordinate. 

ExciteDirEqSpace 

Double precision 

floating point number. 

Impulse response 

function direction 

ordinate is equally 

spaced, by this amount 

if >0. 

<0 – Spacing is 

uneven. 

None, 

Compulsory 

Equal spacing of the 

direction ordinate 

speeds up 

interpolation of the 

data during 

evaluation of the 

wave excitation 

forces at run-time. 

-Naut 0+Cart 

Integer 

≥ 0 : Direction 

ordinate provided in 

global cartesian 

angles. 

<0 : Direction ordinate 

provided in nautical 

angles. 

None, 

Compulsory 

Incident wave 

direction ordinate for 

the excitation force 

data. 

In WaveDyn, the 

positive global x-axis 

points South 

NorthACFromBodyX 
Double precision 

floating point number. 

Only read if  
 -Naut 0+Cart < 0 

(Nautical) 

Otherwise parameter 

should be omitted. 

Cartesian angle of 

excitation force 

direction ordinate 

North axis, measured 

anti-clockwise from 

global X direction. 

ExciteFreqs 

Vector of 
NumExciteFreq 

elements. Each 

element is a double 

precision, floating 

point number. 

None, 

Compulsory  

Excitation force data 

frequency ordinate. 

ExciteDirs 

Vector of 
NumExciteDirs 

elements. Each 

element is a double 

precision, floating 

point number. 

None, 

Compulsory 

Excitation force data 

directions ordinate. 

Amp 

6 x NumExciteFreq 

Matrix. Each element 

is a double precision, 

floating point number. 

 

Amp and Phase pair 

provided ExciteDirs 

number of times. 
Amp =  

Excitation force 

amplitude data in 

Surge, Sway, Heave, 

Roll, Pitch, Yaw for a 

single direction, over 
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Phase =  

Amp =  

Phase =  

… 

At least one set is 

compulsory. 

the complete 

frequency range. 

Phase 

6 x NumExciteFreq 

Matrix. Each element 

is a double precision, 

floating point number. 

Excitation force 

phase data in Surge, 

Sway, Heave, Roll, 

Pitch, Yaw for a 

single direction, over 

the complete 

frequency range. 

PhaseOrigin 

3 element vector. Each 

element is a double 

precision, floating 

point number. 

None 

The phase origin for 

the excitation data, 

gd . The third 

element should 

always be set to the 

water depth. 

Hydrostatic Force Data 

MeanDispMass 
Double precision 

floating point number. 
None 

The mass of water 

displaced by the body 

at its starting, 

equilibrium position. 
HydStaticStiff 6x6 Matrix. Each 

element is a double 

precision, floating 

point number 

None, 

Compulsory 

Hydrostatic stiffness 

matrix for Surge, 

Sway, Heave, Roll, 

Pitch, Yaw. 
CentreBuoyBodyFix 3 element (x,y,z) 

vector of double 

precision floating 

point numbers. None 

The position of the 

body centre of 

buoyancy relative to 

the hydrodynamic 

coordinates reference 

location defined by 
BodyFixedHyOrigin. 

BodyFixedHyOrigin 6 Element vector of 

double precision, 

floating point numbers 

None, 

Compulsory 

Global position of 

hydrodynamic co-

ordinates reference 

location. 
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A screen-shot of the hydrodynamic input parameters as they appear in the developmental WaveDyn 

GUI is shown in Figure 3.1 below. Note that at present the parameters are simply displayed on the 

interface screen in alphabetical order. When the user opts to run a calculation from the GUI, a .xml file 

containing the parameter names and values is written to disk so that it may be read in by the 

engineering code executable. The .xml input file is also copied to the simulation output location so that 

it may be referred to at a later date.  

 

Figure 3.1. WaveDyn hydrodynamic input parameters, as displayed in the developmental GUI. 

The hydrodynamic input parameters listed above must be calculated using a commercially available 

potential flow solver for all but the simplest of body shapes. A selection of these was reviewed in the 

methodology report (WG1 WP1 D1b, Section 3.4). GH have developed a set of MATLAB based 

processing scripts which convert outputs from the WAMIT flow solver to the WaveDyn input format. 

Similar scripts may be developed for other flow solvers by WaveDyn users or GH as necessary; the 

task consists of reformatting or reordering the data, so that it may be quickly entered into the 

WaveDyn user interface, and to dimensionalise the values where appropriate. 

It is typical for potential flow solvers to provide hydrodynamic data for a body in a form that refers to 

the motion about a fixed reference position in global space. This is usually the body’s static 

equilibrium position (in the absence of waves) and is provided in global coordinates as a user input to 

both the flow solver and to WaveDyn as the BodyFixedHyOrigin parameter. BodyFixedHyOrigin 

marks the position of the hydrodynamic coordinate system origin for the hydrodynamic force 

calculations and as such, incorporates a translational (X,Y,Z) location and a pitch, roll, yaw orientation 

for the hydrodynamic coordinate system axes. WaveDyn hydrodynamic force calculations for each 

body are completed relative to this equilibrium reference frame and so a set of coordinate system 

transformations must be applied to both the instantaneous MBCore kinematic data used as inputs to 

the calculations and the resulting force vectors that are returned. The transformations are described in 

detail in WG1 WP1 D2 and may also be found in Appendix B for convenience.  
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3.3 The multi-body hydrodynamics approach 

The user may choose to define hydrodynamic properties for any rigid body component in the 

WaveDyn model and so the hydrodynamic force calculations need to be completed on a body-by-body 

basis. The hydrodynamics module is built on two levels to accommodate this, as shown in Figure 3.2. 

The lowest ‘body’ level contains multiple instances of a hydrodynamic body class, ‘HYNodalBody’. 

Each of the HYNodalBody objects contains the hydrodynamic data for one of the bodies in the system 

and is constructed directly as the WaveDyn input files are parsed. The HYNodalBody objects are 

enclosed within a container object of ‘HYStruct’ class, the higher code level in the hydrodynamics 

calculation module. The HYStruct object operates as the interface for communication with the 

WVStructure coordinating code and incorporates a number of member functions designed to 

manipulate the HYNodalBodies list: ReadWaves and ReadHYData are the hydrodynamics module 

parsing functions for reading the user supplied flow solver coefficients and wave data and 

AddHYNodalBody adds a new HYNodalBody to the HYStruct, calling the HYNodalBody 

constructor.  

On each simulation time-step, a HYNodalBody member function ‘CalStateDevApprove’ is called for 

each HYNodalBody in the system. This process is coordinated by a higher level HYStruct function, 

which ensures that loads are obtained for the entire system. CalStateDevApprove converts the global 

kinematic data for the body to hydrodynamics co-ordinate system referenced values and completes the 

excitation, radiation and hydrostatic forces calculations described in Section 3.4; a resultant force 

vector is then generated from the combined calculation results and converted back to global 

coordinates before being returned to the caller. The proximal node name of the body to which the 

hydrodynamic data is related is stored in the HYNodalBody object and also returned so that the forces 

may be identified by the coordinating WVStructure code and applied at the correct location on the 

MBCore structural model. The CalStateDevApprove function is common across the applied force 

Calculation Module ‘body’ level classes (see the PTO Module structural diagram, Figure 6.1) and may 

also return state derivative values for any internal calculation module states that need to be solved by 

the WaveDyn integrator. There are no such states in the case of the hydrodynamics module. 

A specially designed return type class (not shown in Figure 3.2) has been defined to accommodate the 

force-proximal node combinations of data that are produced by the CalStateDevApprove functions in 

all of the applied force Calculation Modules, including Hydrodynamics, allowing the information to 

be returned to the HydroForces function in WVStructure in a coordinated manner.  

Both HYStruct and HYNodalBody classes also include an ‘InitialiseStates’ function called at the start 

of the simulation. As previously mentioned, the hydrodynamics module contains no internal states to 

set up (unlike the PTO module – see Section 6), but may at this time complete any pre-simulation 

checks. 
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3.4 Force calculation algorithms 

The HYNodalBody CalStateDevApprove function calculation process for each of the three main 

hydrodynamic force components is described in the sub-sections below. 

 

3.4.1 Excitation force 

The excitation force data read by the parser (see Table 3.1) is stored directly in an instance of a 

bespoke class built specifically to support the calculation process, HYExcitation. HYExcitation 

contains three-dimensional amplitude and phase information storage variables and the matching 

frequency and direction ordinates (the third dimension distinguishing between surge, sway, heave, 

pitch, roll and yaw data). HYExcitation object construction in constrained so that the calling code 

must first supply the frequency ordinate, before subsequently adding on 6 x Number of frequencies, 

amplitude and phase matrices in combination with a direction value. This arrangement allows the 

amplitude and phase matrix sizes to be checked to ensure values have been provided for the complete 

range of frequencies. The primary role of HYExcitation is embodied in a member function that may be 

called at any time to return two 6x1 vectors, representing the excitation force amplitude coefficient 

and phase data for a requested frequency and direction. This is useful in allowing the simulation code 

to loop through each of the wave frequency-direction components in the sea-state description, 

computing the excitation force contribution from each. Following linear wave theory, the component 

results are then summed to form an overall excitation force at time t as follows: 

 
  




n

tj

ne

n

nee
neFff


,,          [3.2] 

where the complex excitation force amplitude, neF , for wave frequency and directional component n 

has an amplitude that is equal to the product of the wave amplitude, A  and the amplitude coefficient 

value determined by the flow solver,   (this is the value that is obtained from the Amp matrices). The 

complex amplitude phase, e , is given directly by the phase data in the Phase matrices. n
 is also a 

phase term, but is the wave component phase provided by the sea-state definition., so that for each 

wave component, the excitation force is calculated as:  

  nnennnne tAf   ,, sin          [3.3] 

The calculation is completed simultaneously for each of the surge, sway, heave, pitch, roll and yaw 

direction contributions. 

It may be that the wave frequencies and directions in the sea-state description do not match the values 

in the frequency and direction ordinates for the stored coefficient data (the user may choose to define a 

sea-state for the WaveDyn simulation with different frequency components than those used in the 

initial flow solver calculations); in this case, the HYExcitation class will need to complete a two-

dimensional interpolation of the data (as an interpolation in frequency and direction may be 

necessary). The interpolation process may be thought of as consisting of two key parts: 

1 A search to find the data values either side of the interpolation point; 

2 The interpolation calculation itself. 

As noted in WG1 WP1 D2, if a linear interpolation strategy is used then the calculation (point 2) is 

quick and simple, however the search process (point 1) can take potentially take large amounts of time 
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and it is important to employ a quick search algorithm as the sea-state definition may contain a large 

number of component frequencies and directions for which amplitude and phase data is required. A 

search can be avoided altogether if the user supplies the data with equally spaced direction and 

frequency ordinates, as specified by the ExciteFreqEqSpace and ExciteDirEqSpace parameters 

described in Table 3.1 (in which case the indices of the data values either side of the interpolation 

point can be calculated directly). If this is not the case, then, rather than simply looking through the 

frequency and direction ordinates sequentially, WaveDyn has been designed to search using a mid-

point bisection method, where the required value is reached by sequentially halving the search range 

using a single comparison with the middle data value, as shown in Figure 3.3. The code has been 

written so that data may be supplied by the user with the frequency and direction ordinates in either 

ascending or descending order.  

 

Figure 3.3. Mid-point bisection interpolation method. The first 6 search comparisons have been 

numbered. 

 

Additional care must be taken in the excitation force phase interpolation process as it is likely that the 

user will supply the excitation force phase data in a ‘wrapped’ form, where the phase angles have been 

reduced down to a 2 π range. In this case, there may be a sudden jump in phase numerically as the 

angle switches from +π to – π or  2 π to 0, as shown in the example set of data in Figure 3.4. 

Interpolation between these two points can lead to an erroneous phase value.  

Two potential options are available to prevent this from happening: 

1. Pass the data through an algorithm designed to ‘unwrap’ the data, adding or subtracting 2π to 

points when a jump is detected so that a smooth, continuous curve is created for interpolation. 

2. Convert the amplitude-phase values for each frequency and direction into a complex 

amplitude term, with real and imaginary parts. Interpolate for both the real and imaginary 

components and then re-extract the amplitude and phase information. 

 

1 2 3 4 5 6 

Ordinate 

Search 
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Figure 3.4. Typical excitation phase input data variation with wave period. The phase angle 

wrapping to ±π has created ‘jumps’ in the data, as highlighted by the red circle in the upper plot 

at a period of 6s. The lower plot focuses on the high frequency end of this data, where the phase 

jumps are more difficult to identify without a very fine frequency resolution because the phase 

changes very rapidly and the jump points are not resolved. 

The first of the two options would produce the ideal platform for an accurate phase interpolation, 

however generating an effective unwrapping algorithm becomes difficult if the phase differences 

between points at consecutive frequency or direction values is large so that the step between values 

may encompass the jump and a large actual phase change either side of the jump, masking the 

presence of the jump itself. Even if the user enters data with a comparatively fine resolution, this is 

invariably the case at high wave frequencies, where the phase changes quickly (notice that at the low 

period end of Figure 3.4, the jumps in phase are not at all discernable).  

The second method avoids the need to identify phase jumps, but still suffers from the periodic nature 

of the phase data at high frequencies, where the phases change quickly, as it reduces the interpolation 

to a process that may be compared with drawing a straight line between two points on a polar plot. As 

the phase change between two points approaches π radians, the interpolated result becomes 

increasingly misleading, as shown in Figure 3.5. 
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Figure 3.5. The real and imaginary part linear interpolation of the excitation force complex 

amplitude values is equivalent to drawing straight lines between points on a polar plot. This 

process is illustrated by the blue dashed line. This works well for points closely spaced in phase 

as is generally the case (shown on the left plot), but much less well if the phase difference 

between consecutive points is large, as illustrated by the two points in the right hand plot. In the 

large phase difference case, direct interpolation of the phase alone would produce a much more 

accurate result as indicated by the green dashed line. Unfortunately this method required the 

phase angle data to be correctly ‘unwrapped’ first. 

Fortunately, most real wave climates contain little energy at very high frequencies where the 

interpolation accuracy breaks down and WECs are typically designed to be too heavy to respond 

significantly to such waves. Tests with an initial implementation using complex number interpolation 

appear reliable, even for coarse frequency and directions resolutions, for the wave components that are 

critical to the WEC response. Complex number interpolation was selected for the implementation over 

the phase unwrapping approach as it negates any need to determine an appropriate threshold level with 

which to identify phase wrapping jumps..  

Rapid excitation phase change with wave frequency can also occur for bodies in the flow solver 

calculation that are placed a long way from the global origin, as a small frequency change leads to the 

propagation of an increasingly large phase difference with distance from the in-phase location (or 

origin). This can mean that even at frequencies as low as 0.1Hz, if the frequency step between 

excitation phase points is not very small and some of the bodies in the system are far from the origin, 

then excitation force data interpolation may become inaccurate. This additional, position related effect 

can be removed by subtracting a term quantifying the position related phase change contribution from 

the data points either side of the interpolation point, completing the interpolation process and then 

subsequently adding on the appropriate term to the interpolated result. The position related 

contribution is physically the wave phase lag at the body hydrodynamic coordinate system location (as 

defined by BodyFixedHyOrigin, gHYd ) relative to the origin for which wave phases are defined, gd  

and may be calculated for any wave frequency and direction component as: 

 















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where   is the wave direction and k is the wave number k , which may be calculated from the 

dispersion relationship (Tucker and Pitt, 2001), accounting for the water depth h : 

 khgk tanh2             [3.5] 

using a Newton-Raphson type root finding algorithm (this tends to converge very quickly as in 

practice the hyperbolic term is often very close to 1).  

The remaining phase value in the excitation force data (once the position component has been 

removed) represents the phase difference between the waves acting on the body at the body location 

and the excitation force applied.  

A user wishing to mitigate all of the potential phase interpolation inaccuracies described above may 

simply run the flow solver for exactly the wave frequency and direction components to which the 

device will be exposed, thereby bypassing the interpolation stage altogether. This may require a new 

flow solver calculation every time the simulation length (and hence surface-elevation repeat time) is 

changed for an irregular sea-state investigation (assuming the simulation is to maintain statistically 

representative), unless an initial flow solver run is completed with the finest frequency step size and 

the user limits themselves to repeat times that rely on integer multiples of this. 

 

3.4.2 Radiation force 

The radiation force calculation process involves a numerical evaluation of the radiation forces 

convolution integral, as discussed in Section 3.1: 

   





t

r dxtkf              [3.6] 

It is envisaged that the user may choose to either enter radiation damping matrices for a number of 

wave frequencies, in which case the Hydrodynamics calculation module will need to compute the 

impulse response function from these, or to provide impulse response function data directly. The latter 

option alone has been implemented in the core WaveDyn code at this stage, however impulse response 

function calculation code has been implemented in the WAMIT data processing MATLAB 

algorithms. Before this code is moved to WaveDyn it is important to add logic designed to check that 

the radiation damping data provided by the flow solver meets two criteria necessary to ensure that the 

impulse response function integral,  

     



0

cos
2




dtBtk r           [3.7] 

is evaluated correctly (Equation 3.7 was derived in WG1 WP1 D1b, Section 3.3):  
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 The flow solver must be run for the full frequency range over which the radiation damping, 

 rB  has significant non-zero amplitude; it is possible that this will be wider than the range 

of frequencies for which the device is actually responsive and so this requirement is not 

immediately obvious (particularly at the high frequency end). The integral in Equation 3.7 

covers the full frequency range from 0 to ∞ so the radiation damping values at 1s still affect 

the time-domain device response to waves with a 10s or any other period. 

 The frequency resolution requested for the flow solver outputs must be sufficiently high to 

prevent aliasing at the highest impulse response function time required (the impulse response 

function cut-off time). At large time values, t , the cosine term,   tcos , varies rapidly with 

 (the variation occurs with an ‘frequency’ of t rad/s/s) and so if the integral in Equation 3.7 

is evaluated using these frequency points only then aliasing (and indeed even just a very 

coarse frequency resolution) can have a large affect on the integral value. The Nyquist 

criterion for the process is met if the frequency resolution, / cutofft   , where cutofft  is the 

greatest time for which the impulse response function should be evaluated (and is passed to 

WaveDyn via the parameter IRFCutTime in Table 3.1). A greater resolution may still be 

advisable for improved accuracy, although at the high t  values, approaching cutofft , where this 

is most important, the integral result is typically relatively small. Running the flow solver with 

such a frequency resolution can be time consuming but it is possible to fit a curve to the 

radiation damping distribution which can then be interpolated with a sufficiently fine range of 

frequencies. 

Once the impulse response functions have been evaluated, they are passed to the core WaveDyn C++ 

code for use in the simulation calculations. As described in WG1 WP1 D2, a specifically designed 

data handling class has been created in WaveDyn to assist with the radiation force calculation process 

described by Equation 3.6. The HYImpRes class contains variables used to store the impulse response 

function data and member functions designed to read and write values to these variables during the 

input file parsing process (ensuring data is stored in ascending time order) and interpolate the impulse 

response function for a given time. The interpolation algorithm is analogous to that described for the 

excitation force coefficients in Section 3.4.1 above, with the IRFEqualTimeSpace parameter being 

used to determine whether or not the data is equally spaced. The data is interpolated in one direction 

only (time), returning a 6x6 surge, sway, heave, roll, pitch, yaw matrix of the approximate impulse 

response function values at the time requested. 

Another member function in HYImpRes incorporates the convolution calculation itself. This final 

function requires a velocity time history (two vector containers, one storing past time-step velocity 

values, the other storing the times at which they were calculated) as its input and completes the 

convolution, in a matrix format (handling surge, sway, heave, roll, pitch and yaw values 

simultaneously), using a trapezium rule approximation. The current body velocity kinematic data is 

pushed on to the velocity time history at the start of the calculation so that the final time value stored 

in the time history vector is the current time, t . The convolution time parameter   runs from the 

furthest point back in the time history (towards  ) to the current time, so a vector representing 

impulse response function kernel,  tk , can be compiled by interpolating the impulse response 

function data at each t  combination provided by the discrete set of  values. The  x vector is 

simply the velocity history, so a vector c containing the element-by-element products of the N values 

stored in each of the velocity and kernel vectors (where N is six times the number of wave activated 

bodies in the complete system, as described in Table 3.1)  can now be compiled to contain the values 

to be used for the Equation 3.6 integration: 
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   ]1[*]1[]1[ xkc    ;     ]2[*]2[]2[ xkc  ;  … ;   ][*][][ NxNkNc     [3.8] 

which is coded as the summation: 
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i

r iciciTiTf       [3.9] 

where T represents the vector of velocity history times and [ ] is used to denote access to a particular 

vector value. 

The algorithm described above accommodates the use of variable time-step integrators which may 

mean that the velocity time history is not stored with equally spaced time intervals. Once the 

integration has been completed, a check is made to assess if the calculation is part of an intermediate 

integrator call, or a complete time-step result evaluation. If the call is intermediate, then the current 

velocity value, which is added to the velocity time history at the beginning of the hydrodynamic forces 

calculation, is removed again. This ensures that only complete time-step values have an effect on the 

force calculation in future time-steps. 

 

3.4.3 Hydrostatic force 

The time-domain calculations require a complete evaluation of all the hydrostatic and gravitational 

loads acting on each wave activated body in the system. The MBCore code is responsible for applying 

the gravitational loading, which for the rigid, homogenous bodies in WaveDyn is essentially a weight 

vector acting through the centre of mass, but all buoyancy related effects are embodied in the 

hydrodynamics applied force calculation module.  

The total buoyancy force and moment on each submerged or semi-submerged body at its proximal 

node can be expressed as the surface integrals (Newman, 1977): 

  
dS
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gf

BS BFHYHY
b  
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
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


         [3.10] 

where the coordinate z represents the vertical offset from the body hydrodynamic coordinate system, 

n is the unit vector normal to the body surface, HYd is the global position a point on the surface in the 

hydrodynamic coordinate system, and BFHYd  is the instantaneous position of the body proximal node 

in hydrodynamic coordinates. Note that 
b

f is a 6x1 element vector containing both force and moment 

terms.  

Applying Gauss’s theorem to Equation 3.10 yields the volume integral form: 
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   
V

BFHYHYYawPitchRollb
dVddzgf 

,,_
     [3.12] 

where V is the instantaneous submerged volume. 

Neglecting the second-order variation of the volume integrals as the submerged volume changes due 

to the instantaneous free-surface displacement from the 0z  plane and maintaining the assumption 

of small body motions about the hydrodynamic origin, Equations 3.11 and 3.12 can be linearised to 

give (Newman 1977): 
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where BFHY  is the vector of roll, pitch and yaw rotations describing the instantaneous position of the 

body in the hydrodynamic coordinate system, 0V  is the mean displaced volume of the body and the 

vector  BBB zyx ,,  is the position of the centre of buoyancy for the body, in the hydrodynamic 

coordinate system. Additionally, S  is the body waterplane area in its static position and the 

waterplane moments are defined in hydrodynamic coordinates,  zyx ,, , as the following integrals 

over the static wetted profile: 



0S

jj dSxS  j = 1,2         [3.14] 



0S

jiij dSxxS   

In practice, the terms in Equation 3.13 that do not include the waterplane area and moments may be 

evaluated in a more general sense in WaveDyn simply as a constant buoyancy force in the case of 

3b
f and the cross-product of this value and the instantaneous position vector describing the position 

of the centre of buoyancy, relative to the proximal node in the hydrodynamic coordinate system for the 

moment values. The value of this position vector is found by rotating CentreBuoyBodyFix using the 

instantaneous body position. The value of  CentreBuoyBodyFix and the waterplane area and moment 

terms are extracted from the flow solver output. In the waterplane area and moments cases these are 

typically provided as stiffness values which may then be applied to the instantaneous body 

displacement in the hydrodynamic coordinate system, BFHYd , BFHY . The precise format of the 

hydrostatic stiffness matrix produced by the flow solver must be known in order to do this as 

frequently some of the additional linearised terms given in Equation 3.13 and some weight-related 

components (which are handled by MBCore in WaveDyn) must be removed to ensure that they are not 

accounted for twice in the simulation.  
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4 WAVE ANALYSIS MODULE 

4.1 Overview of the development strategy 

The target specifications for the wave base module to be developed in PerAWaT were defined in WG1 

WP1 D1b. In summary, the base module was to have the following capabilities: 

 Generate standard shape frequency spectra and directional spreading functions for a 

given sea state parameter vector; 

 Load directional spectra from measured data; 

 Output a list of wave components corresponding to a given spectrum to the FD and TD 

simulations; 

 Create a probabilistic parametric description of a site-specific wave climate from 

measured spectra. 

The implementation of the first three of the above bullet points was described in WG1 WP1 D2, 

together with a description of the progress to date regarding the fourth point. The method for 

describing a wave climate consisted of fitting the spectrum with models formed as sums of standard 

spectral shapes (either JONSWAP, Ochi or Gamma) and quantifying the goodness-of-fit of the 

spectrum. At the time of writing WG1 WP1 D2 only the fit of models formed as sums of JONSWAP 

spectra had been considered. In the subsequent sections, the fit of spectra formed as sums of either 

JONSWAP, Ochi or Gamma spectra is compared using long datasets for three locations.  

First, the models used to describe wave spectra are described in Section 4.2. A new method for 

parameterising spectral shapes is introduced in Section 4.3 which enables the range of spectral shapes 

for a given Hs and Te to be reduced to a 2-parameter space and for theoretical bounds to be placed on 

the range of valid parameters. An updated method for spectral fitting is presented in Section 4.4 and 

the data used is described in Section 4.5. The accuracy of the fitted spectra is discussed in Section 4.6 

and an analysis of the observed range of shapes is presented in Section 4.7. Initial results concerning 

the effect of parameterisation on the accuracy of energy yield estimation are given in Section 4.8. 

Finally, conclusions and further work are listed in Section 4.9. 

 

4.2 Models for frequency spectra 

In this section a recap of the definitions of the forms of fitted spectra is presented. These were 

originally discussed in D2. 

There are several commonly used forms for unimodal spectra which result from a combination of 

theoretical considerations and empirical evidence. In deep-water the shape of the spectrum is 

controlled by the balance between the wind input, dissipation from white-capping and nonlinear 

quadruplet wave-wave interactions. During active wave growth, when the waves are relatively steep, 

nonlinear quadruplet interactions play a central role in controlling the shape of the spectrum, forcing it 

towards ‘standard’ unimodal shapes and smoothing local deviations (Young and Van Vledder, 1993). 

If the wind input varies sufficiently slowly (as is normally the case in a storm) then nonlinear 

quadruplet interactions dominate and a JONSWAP type spectrum will evolve. However, if the wind 

drops or the waves leave their generation area then the steepness of the waves will decrease (due to 

frequency- and direction-dispersion) and the quadruplet interactions will decrease accordingly. In this 

case the spectral shape will depend upon the history of the individual wave components and a 

‘standard’ shape cannot be expected. This can result in spectra with multiple peaks, from one or more 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

36 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

swells possibly together with a local wind sea. In these cases parametric descriptions of the frequency 

spectrum can be formed as a sum of two or more standard unimodal spectra.  

A useful review of models for spectral shapes is presented by Michel (1999).The author notes that the 

most commonly used forms of unimodal spectra belong to the family given by:  

 , for , ,     [4.1] 

where  

 ,          [4.2] 

and it is usually assumed that 

             [4.3] 

The parameters r and s control the shape of the spectrum, α is the scale parameter, β is the location 

parameter (in terms of frequency) and γ is known as the peak enhancement factor. The peak frequency 

of the spectrum is given by 

              [4.4] 

The high frequency tail of spectrum is proportional to f –r. There is some debate on whether the 

spectral tail follows an f –4 shape or an f –5 shape. Most recent theoretical and empirical evidence 

suggests that an f –4 shape is more appropriate (see Holthuijsen, 2007, for a review). However, the 

most commonly used spectra in ocean engineering have an f –5 tail. For practical purposes though the 

difference appears to be negligible. 

The family of spectra given by Eq. 4.1 have five free parameters. To describe the sea state with fewer 

variables, some of these parameters can be fixed whilst the others are left free. The most commonly 

used families of spectra with one, two and three free parameters are summarised in Table 4.1. Fixing r 

= 5, s = 4 and γ = 1, gives the commonly used form proposed by Bretschneider (1959). A special form 

of the Bretschneider spectrum for ‘fully developed’ seas was proposed by Pierson and Moskowitz 

(1964), where α is fixed and the energy in the spectrum depends on the value of β only (equivalently 

Hs is in fixed ratio to Tp). The JONSWAP form (Hasselmann et al., 1973) was a further generalisation 

of Bretschneider spectra which accounted for the more peaked spectral shapes observed in fetch-

limited wind seas. The term ‘Ochi spectra’ has been used here for the case where s = 4, γ = 1 and r is a 

free parameter, after the use of this type of spectrum by Ochi and Hubble (1976). Finally, the term 

‘Gamma spectra’ is used by some authors (e.g. Boukhanovsky and Guedes Soares, 2009) to describe 

the form where γ = 1, r is a free parameter and s = r – 1, and will be used here. Obviously, for this type 

of spectrum it could have been written equivalently that s is free and r is fixed as s + 1.  

Formulations for spectra in shallow water such as the TMA spectrum (Bouws et al, 1985) or the form 

proposed by Young and Babanin (2006) have not been implemented at present as only deep-water 

WECs are considered in PerAWaT. 
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Free parameters Name α β r s γ 

1 Pierson-Moskowitz 5.0×10-4 free 5 4 1 

2 Bretschneider free free 5 4 1 

3 JONSWAP free free 5 4 free 

3 Ochi free free free 4 1 

3 Gamma free free free r - 1 1 

Table 4.1. Free and fixed parameters for families of unimodal spectra given by Eq. 4.1. 
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Figure 4.1. JONSWAP spectra for γ = 1-10 and Ochi and Gamma spectra for r = 2-11. Spectral 

densities have been normalised so that m0 = 1. In each plot the Bretschneider spectrum is shown 

in bold. 

Examples of the JONSWAP, Ochi and Gamma families are shown in Figure 4.1 for fixed Hs and fp 

and a range of the third free parameter. In each case the Bretschneider spectrum is a special case and is 
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indicated with a bold line. For the JONSWAP family the Bretschneider spectrum is the limiting form, 

corresponding to the most broad-banded member. As the peak enhancement factor, γ, increases the 

spectra become more peaked, but a spread of energy remains between about 0.6fp and 2fp. Gamma and 

Ochi spectra can take more broad-banded forms than JONSWAP spectra, albeit with the possibility of 

a physically unrealistic amount of energy in the tail for low values of r. For Ochi spectra there is little 

variation in the shape for frequencies less than fp, whereas for Gamma spectra the proportion of energy 

below fp increases as r decreases. For higher values of r, both Gamma and Ochi spectra can have an 

arbitrarily narrow concentration of energy about the peak frequency.  

The moments of the spectrum are defined as 

            [4.5] 

For spectra defined by Eq. 4.1 with γ =1 the moments of the spectrum can be expressed as explicit 

functions of α, β, r and s: 

   for         [4.6] 

If  then numerical integration must be used to compute the moments and hence the relationships 

between the spectral parameters. For Ochi and Gamma spectra parameter relationships are given by: 

         [4.7] 

           [4.8] 

            [4.9] 

           [4.10] 

For the JONSWAP spectrum functions of γ can be defined to determine the parameter relations as 

follows: 

            [4.11] 

             [4.12] 

             [4.13] 
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             [4.14] 

The values of the functions gh, ge, gm and gz are shown in Figure 4.2 for 1 ≤ γ ≤ 10,000. Note 

that the period parameter relations are approximated by a logarithmic function for smaller values of γ 

but tend towards 1 for γ > 1000. Note that these relations assume that the cut-off frequency in Eq. 4.5 

is infinite. This is not the case of course, but has negligible effect if the cut-off frequency is greater 

than 3 fp. 

 

Figure 4.2. Values of the functions gh, ge, gm and gz which determine parameter relations for the 

JONSWAP spectrum. 

For the spectra with three free parameters the third free parameter (other than α and β) controls the 

bandwidth or equivalently the peakedness of the spectrum. To make this precise, the peakedness of a 

spectrum will be defined as the ratio E ( fp ) / Ep0 where Ep0 is the peak spectral density of a 

Bretschneider spectrum with the same Hs and Te, given by 

           [4.15] 

 

Figure 4.3 shows the peakedness of JONSWAP, Ochi and Gamma spectra against r and γ. The 

peakedness increases approximately linearly with r for Gamma spectra, and approximately 

logarithmically with r and γ for Ochi and JONSWAP spectra respectively. In fact for γ < 100, to a 

good approximation the peakedness of the JONSWAP spectrum is equal to 1 + ln (γ).  
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Figure 4.3. Spectral peakedness against r for the Ochi and Gamma spectra and against γ for the 

JONSWAP spectrum. 

The most commonly used multimodal spectral forms are formulated as the summation of either 

JONSWAP, Gamma or Ochi spectra. Ochi and Hubble (1976) proposed a six-parameter spectrum 

formed as the sum of two Ochi spectra. However, each of the six free parameters was given as a 

function of Hs (together with ten spectra representing a 95% confidence interval), so in essence this is 

a one parameter spectrum. Guedes Soares (1984) proposed a bimodal spectrum formed as the sum of 

two JONSWAP spectra, but with γ fixed as 2 for both components, resulting in a four parameter 

spectrum. Torsethaugen (1993) and Torsethaugen and Haver (2004) have proposed a form consisting 

of two JONSWAP spectra. However, the values of the parameters of each spectrum are determined by 

the values of Hs and fp, so the number of free parameters is reduced from six to two. Finally, 

Boukhanovsky and Guedes Soares (2009) modelled multi-modal spectra as the summation of Gamma 

spectra, imposing no restrictions on the parameter values, resulting in a true six parameter spectrum. 

In this study the use of 3-, 4- and 6-parameter spectra will be investigated and compared to the use of 

Bretschneider spectra. The 3-parameter spectra correspond to the JONSWAP, Ochi and Gamma 

formulations described above and the 6-parameter spectra are formed as the sums of two such spectra. 

The 4-parameter spectra are also formed as the sums of these types of spectra, but with the bandwidth 

parameter for each spectrum (γ in the case of JONSWAP spectra and r in the case of Ochi or Gamma 

spectra) set at a fixed value. Following Guedes Soares (1984) the value of γ for the 4-parameter 

JONSWAP spectra will be fixed at 2. To give spectra with similar peakedness for the 4-parameter 

Ochi and Gamma spectra r will be fixed at 10 and 7 respectively for these spectra. The use of other 

fixed values of peakedness or values which vary as a function of the Hs and Te of each partition may 

potentially give better results but this will not be considered further here. The influence of the 

inclusion of peakedness as a free parameter will be assessed through comparison between 2- and 3-

parameter spectra and the 4- and 6-parameter spectra, 

 

4.3 Parameterisation of bimodal spectral shapes 

Through a change in the parameterisation used to describe the 4- and 6-parameter spectra it is possible 

to place theoretical limits on the range of possible shapes, in terms of the Hs and Te of each component 

system (or partition). This change of parameters also provides a systematic method for describing how 

the shapes vary and provides a two-dimensional space which covers all possible shapes for a particular 

4-parameter formulation.  
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First note that the moments of the spectrum are the sum of the moments of each partition: 

            [4.16] 

where mn is the nth moment of the spectrum and mns and mnw are the nth moments of the swell and wind 

sea partitions respectively. Here the terms swell and wind sea are used to denote the lower and higher 

frequency partitions respectively and are not intended to imply any particular qualities about the sea 

state. They are also not intended to be interpreted as necessarily representing waves generated in 

separate events. However, this is a reasonable conclusion when the two components are sufficiently 

separated in frequency. 

From the moment definitions it is possible to obtain: 

           [4.17] 

where Hss, Tes, Hsw and Tew are the significant wave height and energy periods or the swell and wind 

sea partitions respectively. This can also be derived from the principle of conservation of power. 

Normalised parameters for each partition can be defined as follows: 

Normalised swell and wind sea heights:  ,      [4.18] 

Normalised swell and wind sea periods:         .  [4.19] 

Normalised swell and wind sea power:            [4.20] 

Normalised swell and wind sea steepness:     [4.21] 

Normalised separation of the swell and wind sea periods:  .   [4.22] 

Here se is the significant steepness defined in terms of Te as  , rather than the more 

common definition in terms of Tz. From the definitions above the following relations hold: 

             [4.23] 

             [4.24] 

              [4.25] 

From this it follows that the normalised periods, powers and steepnesses can be expressed in terms of 

the normalised heights and separation: 

          [4.26] 
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            [4.27] 

           [4.28] 

So it follows that for a spectrum with a given Hs and Te, the significant wave heights and periods of 

each partition are determined by the normalised swell height Hsn
2 and normalised separation dTn alone. 

Figure 4.4 shows contours of the normalised swell and wind sea periods, powers and steepness plotted 

for a range of Hsn
2 and dTn. 

Examples of spectral shapes for a range of values of Hsn and dTn are shown in Figure 4.5. A 

JONSWAP spectrum with γ = 2 has been used for both partitions. Frequencies have been normalised 

by fe = 1 / Te and spectral densities are normalised by Ep0. Note that the wind sea partition for Hsn
2 = 

5/6, dTn = 1  is not visible within the axes limits used here, since the wind sea peak is around 5f / fe. 

Also note that spectra with dTn  close to zero or Hsn
2 close to zero or one all correspond to 

unimodal shapes. 

For a spectrum with a given Hs and Te there are two factors which limit the range of possible 

combinations of Hsn and dTn: the steepness of the wind sea and the maximum swell period at the site. 

As the steepness of the overall sea state, se, increases, the range of possible values of swn will reduce. 

For example, if the limiting sea steepness is sew = 0.06 and se = 0.04 then the limiting value is swn = 1.5, 

whereas if se = 0.02 then the limiting value is swn = 3. Similarly, if the maximum recorded swell period 

at a site is Tes = 20s, then for a spectrum with Te = 10s the maximum value of Tsn is 2, whereas for a 

spectrum with Te = 5s the maximum value of Tsn is 4. Therefore for a spectrum with a given Hs and Te 

the range of possible shapes of 4-parameter spectra is bounded by the contours of maximal wind sea 

steepness and maximal swell period. 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

44 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

 

Figure 4.4. Contours of normalised swell and wind sea periods, powers and steepness as 

functions of Hsn
2 and dTn. 
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Figure 4.5. Spectral shapes for a range of values of Hsn and dTn. A JONSWAP spectrum with γ = 

2 has been used for both partitions. The energy of the swell partition increases from left to right 

(Hsn
2 values are noted at the top of each column) and the separation of the peaks increases from 

top to bottom (dTn values are noted at the right of each row). 

 

4.4 Method for spectral fitting 

Bretschneider spectra are not usually fitted to measured spectra in a least squares sense, but are 

determined by the moments of the measured spectra and chosen so that they match the measured 

values of Hs and Te, Tm or Tz. The ratios between Te, Tm and Tz for a Bretschneider spectrum are fixed, 

so the Bretschneider spectrum corresponding to the measured Hs and Te may differ from that 

corresponding to the measured Hs and Tz. In this study the measured Hs and Te will be used to 

determine the Bretschneider spectra (initial tests showed that this gave a better fit than using Tm or Tz).  

In contrast, spectra with a greater number of free parameters are usually fit to the spectrum using some 

kind of fitting algorithm. The initialisation of the fitting algorithm is critical to its performance, 

especially in the cases of the four and six parameter spectra. If the fitting algorithm is initialised with a 

poor first guess then it is unlikely to converge to the global best fit. In many studies a partitioning 

algorithm is used to determine the first guess parameters for the fitting algorithm (e.g. Guedes Soares, 

1984; Keribriou et al., 2007). This was also the approach adopted in D2. Criteria are chosen to identify 

‘separate’ wave systems making up the spectrum. The parameters of the partitions which are identified 

are then used to determine the parameters used to initialise a fitting algorithm. Regardless of the 

criteria used to determine what constitutes a significant peak there will be some spectra which are 

neither determined to be significantly bimodal nor are well described by standard unimodal shapes. In 

these cases it would be advantageous to decouple to performance of the fitting algorithm from the 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

46 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

performance of the partitioning algorithm. The approach taken here is not to use a partitioning 

algorithm, but to attempt to fit all spectra with models of the same number of parameters and to use 

the fitting algorithm to discard the fitted peaks which are deemed insignificant, thereby only using a 

unimodal model if it is a better fit than a bimodal model. This approach has the advantage over the 

partitioning and fitting approach in that it allows a greater flexibility in the initial guesses for the 

fitting algorithm. Comparisons between the two methods (not presented here) have confirmed that 

removing the portioning algorithm from the fitting process significantly improves the fit of the spectra 

on average. 

The procedure used for spectral fitting is as follows (here Em and Ef denote the measured and fitted 

spectra, respectively): 

 Firstly a unimodal spectrum is fit to the highest peak in the spectrum: 

o The first guess is based on a spectrum with the measured peak frequency, fp, measured 

peak spectral density, , and a peakedness of 1.5 in the cases where this is a free 

parameter. 

o A simplex search technique is used to find the parameters which minimise the squared 

distance between the measured and fitted unimodal spectra . 

 In the two-peaked cases a second peak is fit as follows:  

o The first guess parameters for the highest peak are based on the optimised values 

found in the first stage. A first guess for the peak frequency of the second peak, fp2, is 

made as the frequency corresponding to the maximum of the curve  in 

the section with the maximum positive area (i.e. this is the largest area not covered by 

the fitted unimodal model). The first guess for the peak spectral density of the second 

partition is taken as , and a peakedness value of 1.5 is used in the 

cases where this is a free parameter. 

o A simplex search technique is used again to find the parameters which minimise the 

squared distance between the measured spectrum and a spectrum formed of two 

partitions. 

Note that in contrast to the Bretschneider spectra, the fitted spectra are not forced to match the Hs and 

Te of the measured spectra.  

 

4.5 Data and spectral processing 

Three datasets have been selected for the comparison of the fits of the various types of spectra. Data 

from the US National Data Buoy Centre (NDBC) has been used since there are many long records 

(exceeding 20 years) and all data are freely available1. The buoys used are in locations with differing 

wave climate characteristics. One is on the Atlantic coast of the US, east of Virginia where the wave 

climate is wind-sea dominated. The second is on the Pacific coast of the US, off central California 

where the wave climate is a mixture of wind sea and swell conditions; and the third is near Hawaii 

which has a swell-dominated climate. Details of the buoy locations and available data are presented in 

Table 4.2. A range of depths is shown since the locations of the buoys have changed slightly over time 

                                                                 

1 ftp://ftp.nodc.noaa.gov/pub/f291/ 

ftp://ftp.nodc.noaa.gov/pub/f291/
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(after maintenance or replacement of buoy systems). However the locations and depths are constant 

enough so that the wave climate at the buoy locations can be considered constant over time.  

The annual mean power levels at the three sites are 10.4 kW/m (Virginia), 29.1kW/m (California) and 

31.9kW/m (Hawaii). The joint distributions of Hs with Te and Hs with MDIR for the three locations are 

shown in Figure 4.6. Note that although the most frequently occurring direction at the Hawaii buoy is 

from the east, nearly all the energetic conditions, where Hs exceeds 4m, come from between north 

west and north east. The mean measured spectrum for each location is shown in Figure 4.7. Buoy 

44014 has a peak in the mean spectrum around 9s and buoys 46042 and 51001 both have peaks in the 

range 12-14s. At buoy 51001 there is also a smaller second peak caused by the frequent presence of 

the easterly wind sea on top of the northerly swell. 

 

Buoy 

Number 
Location Water depth [m] 

Non-directional 

data 
Directional data 

46042 

27 NM West of 

Monterey Bay, 

California 

640 – 2115 04/1988-12/2010 04/1988-12/2010 

44014 

64 NM East of 

Virginia Beach, 

Virginia 

41.8 – 53.6 10/1990-12/2010 10/1990-12/2010 

51001 

170 NM West 

Northwest of 

Kauai Island, 

Hawaii 

3252 – 3430 02/1981-11/2009 05/2005-11/2009 

Table 4.2. Locations and data availability for the buoys used in this study. 
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Figure 4.6. Parameter distributions for the three buoy locations. Left: Joint distribution of Hs 

and Te. Right: Joint distribution of Hs and MDIR. (Colour indicates percentage occurrence in 

logarithmic scale). 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

49 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

 

Figure 4.7. Mean spectral shape at the three buoy locations. 

The data sampling and processing methods used by the NDBC have changed over the years and in 

some instances the size and shape of the buoys has also changed. Buoys 44014 and 46042 are both 3m 

discus shaped buoys, whereas buoy 51001 initially had a 6m boat shaped hull, before being changed to 

a 3m discus buoy in May 2005 (coinciding with the start of the directional data collection). The wave 

data sampling and processing procedures are discussed in detail in NDBC (1996) and are summarised 

in Table 4.3 below. All systems make measurements once per hour. Buoys 44014 and 46042 used 

DACT DWA processing units initially before being upgraded to the WPM systems in June 2006 and 

October 2004 respectively (although buoy 44014 also used the WPM processor for the period June 

1995 – March 1997). Buoy 51001 initially used the GSBP processor, before being upgraded to the 

DACT WA processor in August 2001, and then to the WPM processor in May 2005 (coinciding with 

change in the buoy hull and the start of the collection of the directional data).  

 

 GSBP DACT WA DACT DWA WPM 

Record length 1200s 1200s 1200s 2400s 

Sampling rate 1.5 Hz 2.56 Hz 2.0 Hz 1.7066 Hz 

Analogue filter 0.5 Hz 0.5 Hz None None 

Digital filter None None 0.39 Hz None 

Segment length N/A 100s 100s N/A 

Frequencies resolution 

and range 

0.03-0.50 

@0.01Hz 

0.03-0.40 

@0.01Hz 

0.03-0.40 

@ 0.01Hz 

0.0325-0.925 @0.005Hz; 

0.1-0.35 @ 0.01Hz; 

0.365-0.485 @0.02 Hz 

Equivalent degrees of 

freedom of spectral 

estimates 

48 33 33 24 

Table 4.3. NDBC buoy system parameters 

The GSBP spectra were calculated using covariance (autocorrelation) techniques rather than an FFT. 

For each 20-minute acceleration record consisting of 1800 data points sampled at 1.5 Hz, an 

acceleration covariance (autocorrelation) function is calculated for up to 75 lags. Acceleration spectra 

are computed from the covariance values and a Hanning window is applied to reduce spectral leakage. 

The acceleration spectra are corrected for the hull-mooring response before the elevation spectra are 

computed. For data processed by covariance techniques, the equivalent degrees of freedom, ν, of 

spectral estimates are given by ν  = 2N / M, where N is the number of data points and M is the number 

of covariance lags. However, adjacent spectral estimates are not independent. 
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The processing method used by the DACT WA and DACT DWA are identical except for the sampling 

frequencies and filtering (also the DWA processes directional data, but the method for deriving cross-

spectra are essentially the same as for auto-spectra). Data are divided into 23 segments with 50% 

overlaps and Hanning is performed. An FFT is used to give elevation spectra which are corrected for 

windowing and averaged over the segments. For data processed by FFTs with data segmenting, the 

equivalent degrees of freedom, ν, of spectral estimates is given by  

             [4.29] 

where J is the number of overlapping segments.  

For the WPM processor, no filtering, segmenting or Hanning is used. For data processed by FFTs 

without data segmenting, the degrees of freedom for a frequency band are given by twice the number 

of Fourier frequencies within the band. Data are processed to give a constant 24 DOF for all 

frequencies. For frequencies below 0.1Hz spectral estimates are based on 4096 data points (40 

minutes) and reported at intervals of 0.005Hz. For frequencies between 0.1 Hz and 0.35 Hz spectral 

estimates are based on 2048 data points (20 minutes) and reported at intervals of 0.01Hz. For 

frequencies above 0.35 Hz spectral estimates are based on 1024 data points (10 minutes) and reported 

at intervals of 0.02Hz. 

For all the methods described above, the 100α percent confidence interval for a spectral estimate with 

ν degrees of freedom is given by: 

        [4.30] 

where  and  denote the  th and th 

percentiles for a chi-squared random variable with ν degrees of freedom respectively, and  is the 

estimate of E ( f ). For the data used in this study the upper and lower points of a 90% confidence 

interval for spectral estimates is shown in Table 4.4. 

 

ν 5% point 95% point 

24 0.66 1.73 

33 0.70 1.58 

48 0.74 1.45 

Table 4.4. Confidence limits as a fraction of the spectral estimate  for several values of ν. 

Due to the changes in the frequency range and resolution reported by the buoys all spectra have been 

interpolated to a resolution of 0.005Hz and range 0.03-0.40Hz (spectral parameters have been 

calculated by integration of the spectra over this range). This increase in frequency resolution will 

mean that all adjacent spectral estimates are correlated (except for the data from the WPM processors 

at frequencies below 0.1Hz). However, it was deemed more important to keep a constant frequency 

resolution so that each frequency carries equal weight in the fitting algorithm and the higher resolution 

was chosen to better resolve the shape of the spectrum around the spectral peak. 

Note that the changes in the frequency range reported by the buoys will not affect results as all spectra 

have been cropped to the same range. The sampling frequency also will not affect the results as the 
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Nyquist frequency is always greater than the upper limit of the frequency range used here. However, 

the sampling duration and frequency resolution reported does have a significant effect on the results. 

This is further discussed in Section 4.6. 

Some quality controls have been applied to the data by the NDBC (see NDBC 2003 for details); 

however there were some bad data remaining so further quality controls have been applied. The joint 

distributions of parameters have been examined to ensure that parameters are within realistic ranges 

for Hs with Te, Hs with MDIR and Te with Tz. Any clearly outlying points have been removed from the 

analysis. 

 

4.6 Accuracy of fitted spectra 

The goodness-of-fit of a fitted spectrum is quantified by the integral of absolute difference between 

the measured and fitted spectrum, normalised by m0: 

          [4.31] 

where Em is the measured omnidirectional spectrum and Ef is the fitted spectrum. The quantity Δ is 

referred to as the deviance of the fitted spectrum. It is a measure of the area of the measured spectrum 

which is either above or below the fitted spectrum, normalised by the total area under the measured 

spectrum.  

It was noticed that the deviance of the various types of spectra changes over time, both in terms of the 

average deviance and of the relative performance between spectra, depending on the method used to 

calculate the spectra and the degrees of freedom of the spectral estimates. Therefore the results have 

been separated both between locations and between processing types. The mean deviances of the 

various types of fitted spectra are listed in Table 4.5. The results are also presented as a percentage of 

the mean deviance for the Bretschneider spectra in Table 4.6. The mean deviance binned by the Hs and 

Te of the measured spectra are shown in Figures 4.8 and 4.9. The results are shown for buoy 46042 

(California) for the period using the DACT processing. Although, the magnitudes of the mean 

deviances change between buoys and between processing types, the patterns with Hs and Te remain 

approximately the same.  

Free 

parameters 
Formulation 

44014 46042 51001 

DACT WPM DACT WPM GSBP DACT WPM 

2 
Bretschneide

r 
0.442 0.471 0.445 0.483 0.355 0.377 0.407 

3 

JONSWAP 0.285 0.316 0.298 0.329 0.263 0.281 0.314 

Ochi 0.279 0.330 0.279 0.347 0.216 0.240 0.312 

Gamma 0.286 0.339 0.282 0.354 0.218 0.243 0.316 

4 

JONSWAP 0.186 0.233 0.190 0.248 0.180 0.184 0.224 

Ochi 0.314 0.312 0.339 0.315 0.358 0.354 0.336 

Gamma 0.219 0.285 0.209 0.310 0.164 0.190 0.267 

6 

JONSWAP 0.145 0.181 0.149 0.185 0.119 0.136 0.179 

Ochi 0.163 0.210 0.168 0.222 0.122 0.149 0.210 

Gamma 0.172 0.219 0.168 0.229 0.123 0.149 0.217 

 Table 4.5. Mean deviance of various types of fitted spectra for the three buoy locations.  
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Free 

parameters 
Formulation 

44014 46042 51001 

DACT WPM DACT WPM GSBP DACT WPM 

3 

JONSWAP 64.5 67.1 67.0 68.1 74.1 74.4 77.1 

Ochi 63.1 70.1 62.7 71.8 61.0 63.6 76.6 

Gamma 64.7 72.0 63.4 73.3 61.3 64.4 77.7 

4 

JONSWAP 42.1 49.5 42.7 51.3 50.7 48.8 55.0 

Ochi 71.0 66.2 76.2 65.2 100.8 93.9 82.6 

Gamma 49.5 60.5 47.0 64.2 46.2 50.4 65.6 

6 

JONSWAP 32.8 38.4 33.5 38.2 33.5 36.2 44.0 

Ochi 36.9 44.5 37.8 46.0 34.4 39.6 51.7 

Gamma 38.8 46.5 37.8 47.4 34.7 39.6 53.3 

Table 4.6. Mean deviance for the various types of fitted spectra as a percentage of the mean 

deviance for the Bretschneider spectra over the same period. 

 

Figure 4.8. Mean deviance of Bretschneider and fitted 3-parameter spectra, binned by Hs and Te.  
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Figure 4.9. Mean deviance of fitted 4- and 6-parameter spectra, binned by Hs and Te. 

The results can be summarised as follows: 

 The fits of all the types of spectra considered here improves as the DOF of the spectral 

estimates increase, due to the decrease in the variability of spectral estimates.  

 For the GSBP data, there is a relatively high level of smoothing which results in broadening of 

the spectra with increased energy in the high- and low-frequency tails and decreased energy in 

the spectral peak. The shape of the spectra from the WPM data are better resolved around the 
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spectral peak than those from the DACT and GSBP data due to increased resolution for 

frequencies less than 0.1Hz and the decreased level of smoothing. 

 The fit of the all types of spectra is worst for low sea states and long period swells. The 

deviances decrease for higher sea states as spectral shapes tend toward standard unimodal 

forms.  

 For steeper seas the fits of the 3-, 4- and 6-parameter JONSWAP spectra are better than that 

for Ochi or Gamma spectra with the same number of parameters. This is understandable, 

considering that the JONSWAP spectrum was formulated specifically for fetch-limited seas. 

 The fit of 3-, 4- and 6-parameter JONSWAP spectra improves relative Ochi or Gamma spectra 

with the same number of parameters as the level of smoothing decreases. This is because 

JONSWAP spectra can resolve narrow peaks whilst keeping energy in the spectral tail, 

whereas Ochi and Gamma spectra remove energy from the tail in more peaked spectra. 

However, Ochi and Gamma spectra perform better than JONSWAP spectra in swell 

dominated conditions when there is relatively little energy in the high-frequency tail. 

 The fit of the 4-parameter JONSWAP spectra is significantly better on average than that of the 

3-parameter JONSWAP spectrum, implying that the addition of a second peak is more 

important than including the peakedness of spectrum as a free parameter. However, for the 

steepest seas and the longest swell conditions where spectra are more peaked, the 3-parameter 

JONSWAP spectra perform better than the 4-parameter JONSWAP spectra. 

 The 4-parameter Ochi spectra performed poorly and generally worse than the 3-parameter 

Ochi spectra. This may be due to a poor choice in the value of r for each partition. The 

performance of the of 4-parameter Gamma spectra was better, but generally worse than the 

performance of the 4-parameter JONSWAP spectrum. 

 The difference in performance between the three types of spectral shape is much smaller than 

the difference in performance due to inclusion of further parameters. However spectra formed 

as sums of JONSWAP spectra provide a marginally better fit overall at all three locations (at 

least for the WPM records which have the highest resolution and are therefore likely to be 

more representative). 

Examples of measured and fitted 4-parameter JONSWAP spectra with Δ=0.1, 0.3 and 0.5 are shown in 

Figure 4.10 for data from buoy 46042. For each value of Δ five spectra with Δ within ±0.05 of this 

value have been selected at random. Qualitatively, for Δ ≤ 0.3 the fit is good, whereas for Δ ≥ 0.5 the 

fit can be considered as merely indicative of the shape. The distribution of Δ for the Bretschneider and 

3-, 4- and 6-parameter JONSWAP spectra is shown in  

Figure 4.11, again using data from buoy 46042. The improvement in the performance with the 

inclusion of extra free parameters is clear. For the 3 parameter JONSWAP spectra 57% have Δ ≤ 0.3 

and 89% have Δ ≤ 0.5 whereas this increases to 88% and 99.5% respectively for the 4-parameter 

JONSWAP spectra and 97% and 99.9% for the 6-parameter JONSWAP spectra. 
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Figure 4.10. Examples of measured spectra (thin lines) and fitted 4-parameter JONSWAP 

spectra (bold lines) for buoy 46042 and Δ = 0.1, 0.3 or 0.5. 

 
Figure 4.11. Distribution of Δ for buoy 46042 for 2-, 3-, 4- and 6-parameter JONSWAP spectra. 

The fitted spectra are not forced to match the measured values of Hs and Te so it is important to 

quantify the differences. A scatter plot of fitted against measured Hs and Te (coloured by the mean 

deviance of the spectra within each bin) is shown in Figure 4.12 for the 4-parameter JONSWAP 

spectra fitted to data from buoy 46042. It is clear that overall the fitted Hs matches the measured Hs 

very well, but for the fitted spectra with higher deviance the difference in measured and fitted Te can 

be significant. Overall though, the agreement is good, with a standard error in the fitted Hs of 4% and a 

bias of -0.04m and for Te the standard error is 5.2% with a bias of 0.02s. The bias and standard error in 

Hs for the 3-parameter JONSWAP spectra was -0.17m and 7.5% and for Te the figures are 0.50s and 

15%. For the 6-parameter JONSWAP spectra bias and standard error in Hs was -0.02m and 2.2% and 

for Te the figures are 0.007s and 3.9%. Note that it was initially attempted to force the fitted spectra to 
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match the measured Hs and Te, but this was found to increase the deviance of the fitted spectra and 

bias and standard deviation of the estimated WEC power (discussed in Section 4.8). 

 
Figure 4.12. Left: Scatter plot of fitted Hs against measured Hs for the 4-parameter JONSWAP 

spectra. Right: Scatter plot of fitted Te against measured Te for the 4-parameter JONSWAP 

spectra. Colour denotes the mean deviance in each bin. 

It is also interesting to consider the bias and standard deviation of the fitted spectral densities relative 

to the measured values. These are shown for each buoy in Figures 4.13-4.15. The patterns in bias and 

standard deviation for the three locations were broadly similar, relative to the position of the mean 

spectral peak. The Bretschneider spectra show a large positive bias of around 20-30% at frequencies 

around the mean spectral peak and a negative bias away from the peak. The size of the bias for the 

three parameter spectra is much lower, but follows a similar pattern in terms of where it is positive and 

negative, although at buoy 44014 all the 3-parameter spectra tend to underestimate spectral densities. 

The bias of the 4- and 6- parameter JONSWAP spectra is close except that the energy in the tail is 

slightly better estimated by the 6-parameter spectra due to its greater flexibility in shape. The standard 

deviations of the 3-parameter JONSWAP spectra close to the spectral peak are similar to those of the 

4-parameter spectra, but the 4-parameter spectra have slightly lower standard deviations in the tail. 

This is because the 4 parameter spectra have a greater flexibility to adjust for differing levels of energy 

in the spectral tail. 

The reason that the 4-parameter spectra are able to model a wide range of spectral shapes fairly 

accurately is that there are relatively few spectra which have a peakedness exceeding that of a 

JONSWAP spectrum with γ = 2 (a peakedness value of 1.60). As discussed in Section 4.3 the 4-

parameter JONSWAP spectrum is able to model a wide range of spectral shapes lower peakedness 

values (see Figure 4.5). The distribution of spectral peakedness values measured for buoy 46042 and 

the mean peakedness binned by Hs and Te are shown in Figure 4.16. The most peaked spectra occur in 

very steep conditions (strongly driven wind seas) and in long period swells, with the very longest 

swells having a mean peakedness of over 2. However, 93% of the spectra measured at buoy 46042 

have a peakedness less than 1.6 and 99% have a peakedness less than 2. 

The mean shape of measured and fitted JONSWAP spectra with a measured peakedness greater than 2 

(a total of 2251 records) is shown in Figure 4.17. Note that the mean height of the normalised spectra 

is less than 2 as the location of the peak with Te varies. Both the 3- and 6- parameter spectra do better 

than the 4-parameter spectra in these cases due to their ability to vary the peakedness of the spectrum, 

although 3-parameter JONSWAP spectrum slightly underestimates the energy in the tail. 
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Figure 4.13. Bias and standard deviation in fitted spectra for buoy 44014. 
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Figure 4.14. Bias and standard deviation in fitted spectra for buoy 46042. 
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Figure 4.15. Bias and standard deviation in fitted spectra for buoy 51001. 
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Figure 4.16. Left: distribution of peakedness of measured spectra at buoy 46042. Right: Mean 

peakedness of spectra measured at buoy 46042, binned by Hs and Te. 

 

Figure 4.17. Mean normalised spectral shapes for measured and fitted spectra where the 

measured peakedness exceeds 2. 

 

4.7 Analysis of observed shapes 

Since the majority of spectra are well described by 4-parameter spectra, the parameterisation described 

in Section 4.3 can be used to examine the range of observed shapes. Data from buoy 46042 and the 

partitions of the 4-parameter JONSWAP spectra will be considered (although the parameters from the 

fitted Gamma spectra were close to these). Note that the partition parameters have been normalised by 

the Hs and Te of the fitted spectra rather than the measured spectra. 

The frequency of occurrence of spectra with various shapes, described by parameters Hsn and dTn, is 

shown in Figure 4.18. For the cases where the fitting algorithm discarded the second partition as 

insignificant the normalised swell height has been set to one, the normalised wind sea height and 

normalised period separation are set to zero. These cases accounted for 6% of spectra at buoy 44014, 

but only 3% and 1% of spectra at buoys 46042 and 51001 respectively, due to the near-constant 

occurrence of swell at these locations. Despite the differences in the wave climates, the range of 

observed partition parameters was similar at all three locations, being mainly clustered around higher 

values of Hsn
2 and dTn in the range 0.25 – 1, corresponding to a dominant swell peak with a smaller 
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wind sea. Values of dTn greater than one are relatively rare, with 96% of spectra having dTn < 1 and 

99.8% having dTn < 1.5.  

 

Figure 4.18. Occurrence of partition parameters from buoy 46042. Colour scale denotes 

percentage occurrence.  

Figure 4.19 shows the range of observed Hsn
2 and dTn, binned by Hs and Te, for 2.25m ≤ Hs ≤ 2.75m, 

(consisting of 29,499 records) and Te in bins of size 1s. The observed range of parameters nearly all 

fall within the predicted bounds corresponding to sew = 0.06 and Tes = 25s, with only a couple falling 

just outside the bounds. However, the observed range of parameters does not always fill the range of 

valid parameter space, with values of dTn greater than 1 being rare. The predicted bounds 

corresponding to sew = 0.06 and Tes = 25s were found to be equally valid over the entire range of Hs. 
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Figure 4.19. Observed range of partition parameters from buoy 46042 for spectra within the 

range 2.25 ≤ Hs ≤ 2.75m , binned by Te. Bounding lines of sew = 0.06 and Tes 

= 25s are also shown.  

Fitting spectra with two-peaked models and using the parameterisation described above provides a 

powerful method of sorting spectral shapes. Figure 4.20 shows the observed range of spectral shapes 

for buoy 46042, sorted by the fitted values of Hsn
2 and dTn, in bins of size 0.05 × 0.05 for a subset of 

bins (at a resolution of 0.05×0.05 there are 800 bins covering the area 0 ≤ Hsn
2 ≤ 

1 , 0 ≤ dTn ≤ 2). Frequencies have been normalised by fe and spectral densities 

have been normalised by Ep0. For each bin shown, the mean spectral shape is shown together with the 

5%-95% range of spectral densities at each normalised frequency. It worth emphasising that these 

bounds cover all observed spectra, not just those for a restricted range of Hs and Te. Even without 

considering the peakedness of each partition the method is highly effective at sorting spectral shapes, 

with the 90% confidence intervals for the spectral shapes being relatively narrow compared to the 

confidence intervals for the spectral estimates themselves (see Table 4.4). However, the width of the 

confidence interval below the spectral peak is often somewhat wider than would be expected from 

sampling variability alone, indicating that there are some small swell components which are not 

captured by the 4-parameter JONSWAP spectra. 
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Figure 4.20. Observed range of spectral shapes from buoy 46042 for a range of normalised swell 

heights and normalised period separations. Frequencies have been normalised by fe and spectral 

densities are normalised by Ep0. Bold lines show mean spectra within each bin, thin lines show 

the 5%-95% range at each normalised frequency.  
 

4.8 Effect of parameterisation on the accuracy of energy yield prediction 

As discussed in D1b, there is a compromise between the number of parameters used to describe a sea 

state (and hence the number of numerical simulations required to predict the response over the entire 

climate) and the accuracy of the predicted energy yield. Recently Saulnier et al. (2011) presented a 

study on the use of various spectral bandwidth parameters for performance assessment of WECs (used 

in addition to Hs and Te). It was shown that while the use of certain bandwidth parameters can improve 

the accuracy of predicted performance of certain WECs at certain locations over certain ranges of 

conditions, there was no single bandwidth parameter which was effective at predicting performance of 

all WEC types at all locations, over all conditions. These results suggest that three parameters are still 

insufficient for predicting the performance of a WEC. This was mirrored in the results presented in 

Section 4.6 which showed that while including a third parameter improves the fit of the spectra (i.e. 

the description of the spectrum and therefore hopefully the WEC response) compared to Bretschneider 

spectra, the use of 4-and 6-parameter models significantly improves the fit .  

The effect of the use of the various parameterisations discussed in the preceding sections on the 

predicted energy yield of several theoretical WECs will be investigated in this section. To obtain 

preliminary results regarding the effects of wave climate parameterisation on the energy yield, the 

response of a WEC will be predicted using a linearised capture width curve, defined as a function of 

frequency. In reality nonlinearities introduced by e.g. the hydrodynamic response, PTO and mooring 

forces will mean that the capture width curve will depend on both the sea state and applied forces 

(namely the PTO and moorings). Nevertheless, the work conducted as part of WG1 WP2 on spectral 

modelling of WECs has indicated that a linearised response can be used for each sea state in a spectral 
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approach, with potential applications in energy yield estimates for large arrays of WECs (see WG1 

WP2 D1).  

In this exercise instead of using a capture width curve which varies with the sea state (as would be the 

case for a realistic WEC), four curves will be used. This can be interpreted as representing either 

different WEC types or the changing response of a single WEC type with sea state or applied forces. 

The four curves used are shown in Figure 4.21. They represent devices with a narrowband response 

with peaks at 0.075 Hz, 0.1 Hz and 0.14 Hz and a broadband response centred at 0.1Hz. All curves 

have been normalised to have a peak capture width of 1m. However, results are presented in terms of 

percentage bias and standard deviation, so this normalisation does not affect the results. Although the 

capture width curves of individual devices may vary considerably in shape from the curves used here, 

the use of different peak response frequencies, response bandwidths and different wave climates 

should give a first indication of the accuracy of the use of various sea state parameterisations. 

 

Figure 4.21. Capture width curves for example WECs 

The mean power transported per meter crest length is given by 

          [4.32] 

where ρ is the water density, g is the acceleration due to gravity, cg ( f, h) is the wave group velocity, h 

is the water depth, and E ( f ) is the omnidirectional spectral density. Using the capture width curves a 

similar equation can be used to calculate the mean power output of a WEC for a given spectrum: 

         [4.33] 

where CW ( f ) is the capture width of the WEC. It is assumed for now that the WEC or array response 

is not sensitive to direction. This is a reasonable first approximation for single devices but may prove 

less reliable for arrays. The effect of this assumption will be investigated further in future work. 
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The accuracy of the predicted energy yield for various parameterisations will be considered by 

comparing the calculated power using the measured and fitted spectra for each individual spectrum. In 

a real situation the use of fitted spectra in this way does not provide any advantage over using the 

measured spectra as the same number of calculations of power must be made (on top of the spectral 

fitting itself). However, this comparison gives an indication of how well the parameterisation performs 

on the whole.  

Results are presented in terms of the bias and standard deviation in power for each WEC type 

considered above, as a percentage of the mean power for that WEC calculated from the measured 

spectrum. Whilst the bias in mean power is the most important statistic for energy yield prediction, the 

standard deviation of the power from the measured versus fitted spectra is also important for 

optimising machine and array design.  

The percentage bias and standard deviation in power for each WEC at each location are presented in 

Tables 4.7-4.9. Results for the 4-parameter Ochi spectra have been excluded due to its poor 

performance in describing spectral shapes. The biases in the predicted power binned, by Hs and Te, for 

the Bretschneider and JONSWAP spectra are shown in Figures 4.22-4.25. 

The Bretschneider spectra give a significant bias in the mean power prediction which varies with both 

location and WEC response. The size of the bias is lowest where the peak WEC response is closest to 

the peak of the mean spectrum, but can be of the order 8-12% when the peak WEC response is further 

away from the mean spectral peak. Figure 4.22 shows that for certain Hs and Te the bias in the 

predicted response can be very large - of the order ±100%. However, these sea states account for a 

relatively small amount of the total available power so do not strongly affect the results. Note that in 

this example since the WEC response is assumed to be linear the bias could have been calculated by 

multiplying the bias in fitted spectra (Figures 4.13-4.15) by the WEC capture width curve. The 

standard deviation in the power estimates from the Bretschneider spectra is uniformly high for WECs 

1-3 which have a narrow bandwidth response but is significantly lower for WEC 4 which has a 

broader bandwidth response.  

All the 3-parameter spectra tended to underestimate the mean power of each WEC, which is 

unsurprising considering that the 3-parameter spectra tended to underestimate the spectral densities at 

frequencies above and below the spectral peak. The standard deviations tended to be lower than that 

from the Bretschneider spectra for the narrowband WECs (1-3) but somewhat surprisingly gave larger 

standard deviations and biases than using the Bretschneider spectra for WEC 4. This is because in 

many conditions WEC 4 captures around 80%-90% of the available power and the Bretschneider 

spectra are forced to have the same total power as the measured spectra (since they have the same Hs 

and Te). 

The 4-parameter spectra showed very little bias in power for all WEC types and all locations. Figure 

4.24 shows that the bias does not vary much with Hs and Te. For Te < 6s the power for WEC 1 is 

significantly underestimated. Figure 4.26 shows the mean measured and fitted 4-parameter JONSWAP 

spectrum for seas with Te < 6s. It is clear that the reason that the power for WEC 1 is underestimated is 

that the 4-parameter JONSWAP spectrum underestimates the small swell component in the mean 

measured spectrum which occurs at the peak response frequency of WEC 1. Similarly the power for 

WECs 2 and 3 is overestimated for longer period spectra where the measured spectra tend to be more 

peaked than the 4-parameter JONSWAP spectrum. Figure 4.26 also shows the mean measured and 

fitted 4-parameter JONSWAP spectrum for seas with 2 ≤ Hs ≤ 3m and 12 ≤ Te ≤ 13s. The amount of 

energy between 0.1 and 0.15Hz, where WECs 2 and 3 are tuned, is overestimated by the 4-parameter 

JONSWAP spectra, resulting in the positive bias. The standard deviation from the 4-parameter 

JONSWAP spectra was also significantly lower than for the Bretschneider spectra for WECs 1-3 and a 

similar size for WEC 4.  
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The 6-parameter spectra did not significantly improve the bias in estimate of mean power over the 4-

parameter spectra (and were even slightly worse at buoy 44014), but the pattern of bias with Hs and Te 

was more constant than for the 4-parameter spectra (see Figure 4.25). However the standard deviation 

in power estimation does reduce for the 6-parameter spectra, especially at buoy 44014. 

 

Type 

WEC 1 WEC 2 WEC 3 WEC 4 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bretschneider -6.9 28.7 2.9 22.5 8.8 20.5 2.2 8.1 

3P JONSWAP -5.9 28.6 -4.5 16.6 -4.0 15.1 -5.1 13.8 

3P Ochi -7.4 22.3 -5.3 15.9 -4.7 17.1 -6.2 15.0 

3P Gamma -6.4 21.3 -4.7 15.3 -4.7 18.8 -5.8 14.7 

4P JONSWAP -0.1 21.2 0.1 10.6 1.0 9.9 0.4 11.9 

4P Gamma -0.4 15.8 0.6 9.1 2.1 9.1 0.9 10.1 

6P JONSWAP -0.6 11.2 -0.3 4.5 0.3 3.9 -0.2 4.4 

6P Ochi -5.9 13.5 -3.2 7.7 -1.5 5.9 -3.5 7.3 

6P Gamma -4.3 12.6 -2.2 7.0 -0.7 4.2 -2.3 6.2 

Table 4.7. Bias and standard deviation in power prediction from fitted spectra for buoy 44014. 

 

Type 

WEC 1 WEC 2 WEC 3 WEC 4 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bretschneider 0.6 18.0 13.1 20.2 13.1 16.6 5.5 8.6 

3P JONSWAP -4.3 11.4 -2.7 11.4 -8.3 24.3 -5.6 10.2 

3P Ochi -4.1 10.1 -2.8 10.3 -8.2 20.3 -5.4 9.8 

3P Gamma -3.8 10.0 -3.0 10.5 -9.1 20.6 -5.5 9.7 

4P JONSWAP -1.2 8.2 0.5 8.5 1.1 11.8 -0.5 8.2 

4P Gamma -0.5 7.1 1.9 7.5 2.5 8.1 0.5 6.7 

6P JONSWAP -0.7 4.0 0.6 4.2 1.4 6.4 -0.1 3.4 

6P Ochi -2.3 5.4 -0.8 3.8 -1.9 7.7 -2.4 4.3 

6P Gamma -1.8 5.3 -0.4 3.2 -0.4 5.2 -1.5 3.7 

Table 4.8. Bias and standard deviation in power prediction from fitted spectra for buoy 46042. 
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Type 

WEC 1 WEC 2 WEC 3 WEC 4 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bias 

[%] 

STD 

[%] 

Bretschneider -1.9 19.7 12.3 21.2 13.6 12.6 5.1 9.0 

3P JONSWAP -5.0 12.3 -2.9 11.0 -7.9 20.6 -5.8 9.9 

3P Ochi -2.6 8.6 -1.3 8.1 -5.2 15.7 -3.2 7.6 

3P Gamma -2.7 9.1 -1.5 8.5 -5.6 15.9 -3.5 7.8 

4P JONSWAP -3.2 8.9 -2.0 7.9 -2.0 9.1 -2.7 7.5 

4P Gamma -1.9 7.7 0.0 6.3 0.6 6.0 -0.9 6.0 

6P JONSWAP -1.0 5.1 0.3 4.8 0.8 4.6 -0.2 3.8 

6P Ochi -1.8 4.8 -0.6 3.5 -0.8 5.2 -1.4 3.4 

6P Gamma -1.3 4.7 -0.3 2.9 0.0 3.0 -0.8 2.9 

Table 4.9. Bias and standard deviation in power prediction from fitted spectra for buoy 51001. 

 

Figure 4.22. Percentage bias in power prediction from Bretschneider spectra, binned by Hs and 

Te for buoy 46042. 
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Figure 4.23. Percentage bias in power prediction from 3-parameter JONSWAP spectra, binned 

by Hs and Te for buoy 46042. 
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Figure 4.24. Percentage bias in power prediction from 4-parameter JONSWAP spectra, binned 

by Hs and Te for buoy 46042. 
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Figure 4.25. Percentage bias in power prediction from 6-parameter JONSWAP spectra binned, 

by Hs and Te for buoy 46042. 

 
 Figure 4.26. Mean measured and fitted 4-parameter JONSWAP spectrum for data from buoy 

46042. Left: spectra with Te ≤ 6s. Right: spectra with 2 ≤ Hs ≤ 3m and 12 ≤ Te ≤ 13s. 

 

 

If it is assumed now that the response shown in Figure 4.21 are relative capture widths (i.e. with units 

W/m), then the ratio PWEC / P is the fraction of the available power captured by the WEC. As in this 
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example the WEC response is assumed to be linear, this ratio is dependent only on Te and the shape of 

spectrum and not on Hs. The percentage of available power captured by each WEC is shown in 

Figures 4.27-4.30, plotted against Hsn
2 and dTn of the fitted 4-parameter JONSWAP spectra and binned 

by Te, using data from buoy 46042. Note that this is the power capture calculated using measured 

spectra rather than the fitted spectra, and the fitted spectra are only used to sort the data. These plots 

show the variation in percentage power capture with Te and spectral shape. The wide range of power 

capture for a given Te – up to a factor of 4 – due to the variability in spectral shape is clear. It is also 

clear that the variation in power for a given Te seems to be well determined by the parameters Hsn and 

dTn. This is evident from the strong banding of the response with Hsn and dTn. This is perhaps 

unsurprising since the fitted values of Hsn and dTn were shown to provide a powerful method of sorting 

spectral shapes (see Figure 4.20). For all the WECs the response for values of dTn close to zero and 

Hsn close to zero or one is roughly constant for a given Te, since these all correspond to a spectrum 

close to a unimodal JONSWAP spectrum with γ = 2. Performance generally decreases as the peak 

separation increases and central values of Hsn
2. However, for the narrowband WECs (1-3) the 

performance can have an s-shaped profile with Hsn
2 at larger dTn (i.e. for fixed dTn the performance 

decreases, increases and decreases again as Hsn varies). This occurs in sea states with Te close to the 

WEC’s peak response where either a large swell or wind sea peak coincides with the WECs peak 

response (see e.g. the response of WEC 1 for 9 ≤ Te ≤ 9.5s). 

It is also interesting to plot the bias in the predicted power from the fitted spectra in this way. Figures 

4.31 and 43.2 show the bias in the power predicted for WEC 1 from Bretschneider and 4-parameter 

JONSWAP spectra. The Bretschneider spectra have a bias which varies significantly for each Te, but 

the 4-parameter JONSWAP spectra generally have a relatively low and constant bias. The bias at low 

values of Te is caused by the underestimation of swell in these cases, discussed previously.  

From the discussion above it is clear that assuming a Bretschneider spectrum in place of the measured 

spectra can give a significant bias in the predicted energy yield and high standard deviation in the 

response for individual sea states. The use of the 3-parameter spectra considered here generally results 

in a negative bias, but the 4- and 6-parameter spectra give almost unbiased predictions with low 

standard deviation in the predicted response. It should be emphasised that such findings are 

preliminary, as other capture width or equivalent WEC performance parameterisations may lead to 

other conclusions. This issue will be addressed in the development programme leading to the Beta 2 

version of the PerAWaT (wave) software tool(s). Nevertheless the results are encouraging in what 

concerns the ability of using a 4- and 6- parameter spectra to describe the local wave climate without 

compromising the energy yield estimate (when compared to the use of the measured spectra).  
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Figure 4.27. Percentage of available power absorbed by WEC 1 (colour scale) plotted against 

Hsn
2 and dTn of fitted 4-parameter JONSWAP spectra for data from buoy 46042, binned by Te. 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

73 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

  

Figure 4.28. Percentage of available power absorbed by WEC 2 (colour scale) plotted against 

Hsn
2 and dTn of fitted 4-parameter JONSWAP spectra for data from buoy 46042, binned by Te. 
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Figure 4.29. Percentage of available power absorbed by WEC 3 (colour scale) plotted against 

Hsn
2 and dTn of fitted 4-parameter JONSWAP spectra for data from buoy 46042, binned by Te. 
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Figure 4.30. Percentage of available power absorbed by WEC 4 (colour scale) plotted against 

Hsn
2 and dTn of fitted 4-parameter JONSWAP spectra for data from buoy 46042, binned by Te. 
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Figure 4.31. Percentage bias in predicted power from WEC 1 (colour scale) from Bretschneider 

spectra plotted against Hsn
2 and dTn of fitted 4-parameter JONSWAP spectra for data from 

buoy 46042, binned by Te. 
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Figure 4.32. Percentage bias in predicted power from WEC 1 (colour scale) from 4-parameter 

JONSWAP spectra plotted against Hsn
2 and dTn of fitted 4-parameter JONSWAP spectra for 

data from buoy 46042, binned by Te. 

 

4.9 Conclusions and next steps 

Accurate description of the wave climate is of key importance to the prediction of energy yield. If all 

aspects of the WEC response are linear then the energy yield can be predicted from the mean spectrum 

at the site and only one spectral shape is required for simulations. However, if there are any 

nonlinearities in the machine response then simulations will need to be made over a range of spectral 

shapes from which results at intermediate points can be estimated by interpolation. This requires a 

method for parameterising the sea state. The accuracy of three types of spectral model with 3-, 4- and 

6- parameters has been calculated and compared to the use of the standard 2-parameter Bretschneider 

spectrum.  

The 3-, 4- and 6-parameter JONSWAP spectra give the best description of spectra at the three 

locations considered, compared to the Ochi and Gamma spectra with the same number of parameters. 

Moving from 2-parameter spectra (Bretschneider) to 4-parameter JONSWAP spectra decreases the 

deviance by approximately 50%, but adding another 2 free parameters only decreases the deviance by 

a further 10%. This implies that 4-parameter spectra provide a reasonable compromise between 

accuracy of description and the number of parameters used.  

A systematic method of describing the shapes of 4-parameter spectra has been introduced. This allows 

bounds on the range of possible shapes for a spectrum with a given Hs and Te to be formulated, which 
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were shown to match well with observations. It has been demonstrated that this provides a powerful 

method of sorting observed spectral shapes.  

Initial investigations into the effect of the sea state parameterisation on energy yield prediction were 

presented using four theoretical capture width curves and data for three locations. It was shown that 

the use of Bretschneider spectra to predict power capture can give significant biases in the mean power 

prediction which vary with both location and WEC response. These biases can be of the order of 10% 

for certain WEC types and over ±100% for certain values of Hs and Te. However the sea states with 

such large biases account for very little of the available wave power, so do not strongly affect the 

average. The 4-parameter JONSWAP spectra showed very little bias in power for all WEC types and 

all locations considered (although further investigations with data from other regions and other CW 

curves will be needed to confirm the validity of this approach in general). The 6-parameter spectra did 

not significantly improve the bias relative to the 4-parameter JONSWAP spectra, but did significantly 

improve the standard deviation (unsurprising, considering the improvement in deviance relative to the 

4-parameter spectra). Finally, it was shown that the fitted parameters Hsn
2 and dTn of the 4-parameter 

JONSWAP spectra explain much of the variance in power production due to spectral shape. 

The effect of power matrix resolution on energy yield prediction has not yet been considered. Due to 

the time required for the time-domain simulations it is not practical to calculate the response of a WEC 

or an array for every measured or fitted spectra in the historic data. So to predict the long-term energy 

yield results must be calculated for a discrete range of conditions from which performance in other sea 

states can be estimated by interpolation. (The approach which is most commonly adopted is to use a 

power matrix, where results are calculated for discrete values of Hs and Te, usually assuming a 

Bretschneider spectrum). It will be necessary to conduct experiments to investigate the effect of using 

various parameter resolutions within the power matrix and using different interpolation and 

extrapolation algorithms. The results of these investigations should show the relationship between the 

number of simulations required and the accuracy of energy yield prediction.  

Directional aspects have also not been considered so far. Directional spreading is likely to have a 

significant impact on the prediction of energy yield for arrays of WECs, since waves travelling in 

different directions will move energy into the wake behind a WEC and thus change the wake 

characteristics relative to that for unidirectional waves (see e.g. Folley and Whittaker, 2009). 
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5 MOORINGS MODULE 

5.1 Overview of the development strategy  

WaveDyn uses a multi-body dynamics approach and as such any part of the WEC that moves relative 

to other parts will be modelled as a single body in this system (see Section 2).  

As outlined in WG1 WP1 D2, in the initial implementation the mooring lines are not modelled as 

bodies in the system, but are treated separately as applied forces (and moments) that affect the overall 

response. The effects of the moorings are introduced through a ‘look-up table’ approach, which in the 

time-domain formulation allows nonlinear representations of the above mentioned applied forces (and 

moments) with regard to body displacement, velocity and acceleration.  

A nonlinear representation of the mooring line effects can be achieved through the specification of a 

look-up table database which relates general properties of the line (like stiffness and damping) to its 

motions. These general properties can be obtained separately through numerical modelling or 

experimental tests for the mooring lines. This data is then used by WaveDyn for estimating the forces 

and moments associated with the specific mooring line arrangements. 

This is done for two main reasons: 

 To fully model a mooring line as a flexible body is computationally intensive. The look-up 

table approach offers a more efficient alternative to this, and thus can be seen as a starting 

point.  

 The current multi-body approach places some restrictions on the configuration of the multi-

body system. Specifically it requires the system to have a tree-like topology, with exactly one 

possible path to ground from anywhere in the structure. Multiple mooring-line bodies in the 

structure would violate this rule, while multiple mooring line force profiles do not.  

The look-up tables are selected by the user at runtime from a database of predefined mooring elements 

or strategies. For some applications, however, this approach may be inadequate and in this case task-

specific “custom” tables are to be calculated on demand, using alternative moorings software or 

industry standard codes. Procedures to populate the look-up tables for predefined mooring 

configurations that can be simulated using alternatives approaches are currently being developed.  

In a similar approach to that followed in other sections of this report, the development guidelines for 

the moorings module (drafted in WG1 WP1 D2) are summarised in the bullet points below: 

 Improve post-processing capabilities, including a graphical tool to allow the user to visualise 

the mooring line shapes and configurations; 

 Compare look-up-table approach to Morison-element approach for different simulation cases, 

to determine the degree of similarity in results; 

 Based on conclusions  from the previous step, make a decision as to whether to the currently 

functionality is sufficient, or there is a need to add the Morison-element approach to the 

existing code, or in alternative to create a run-time link to a third-party tool, or to continue 

with just the look-up-table approach; 

 Investigate the possibility of creating a finite-state model of the mooring system with the aim 

of carrying out convolutions in the time-domain to represent frequency-dependent impedance; 

 Adding static-analysis capability to the software so that a realistic equilibrium state to be 

computed. This equilibrium state is used as the starting-point for time-domain simulations. 

The initial efforts described in this report were concentrated in providing a suitable platform for the 

time-domain modelling of nonlinear applied forces / moments via look-up tables, while improving and 

further developing the post-processing capabilities and user interface.  



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

80 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

As previously mentioned procedures to populate the look-up tables for predefined mooring 

configurations that can be simulated using alternatives approaches are currently being developed. 

However this may need to be complemented by a more explicit mooring-line model based on a 

Morison-element approach. The next immediate steps will aim to quantify the need for this explicit 

procedure for typical mooring configurations associated with each FDC (see Section 9). 

 

5.2 Details of the implementation: the look-up table approach 

The kinematics and loads on each look-up table are given in the mooring line’s own coordinate 

system, which is illustrated in Figure 5.1. Each mooring line has an origin at the anchor point with the 

z-axis of this coordinate system being vertical (as is the global z-axis), and the xz plane containing both 

the anchor point and the attachment point (p; see Figure 5.1).  

 

 

 
Figure 5.1. The mooring line layout, illustrating the basis of the  

mooring line’s coordinate system. 

 

For each mooring line, the displacement, velocity and acceleration vectors which are used in the look-

up tables refer to the line’s attachment point p, and are expressed in that mooring line’s coordinate 

system. The displacement vectors are measured relative to p’s equilibrium position peq, which is its 

steady-state position in the absence of any waves. Thus the displacement vector to use in the look-up, 

pm , is given by:  

)(
eqm

ppRp                                                                           [5-1] 

where  both p and peq are expressed in the global frame. 

The transformation from the global frame to the mooring-based frame consists of two elements: a 

translation given by vector a (the position of the anchor in global coordinates), and a rotation by an 

angle  about the z-axis: 

axRx gm                                                     [5-2] 

where: 

mx  is a position vector in mooring-based coordinates; 
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gx  is the same position in space but expressed in global coordinates; 

R   is the rotation matrix corresponding to a rotation by angle  about the z-axis, where the rotation 

direction is from the mooring x-axis towards the global x-axis (anticlockwise in Figure 5.1). 

The resultant force on the body due to each mooring line (i) is calculated from the look-up table which 

specify the functional relationship between the displacements, velocities, accelerations and incident 

wave frequency to the stiffness, damping and inertia of the mooring line (respectively).  

The force on the mooring lines is thus given by: 

   
1

n

m ii
i

F x x x



   K B M ,                                                                                                              [5-3] 

where x, x , x  are six component vectors (in surge, sway, heave, roll, pitch and yaw) associated with 

the displacements, velocities and accelerations of the nth mooring line attachment point connected to 

the body, respectively. The matrices K, B and M are respectively the stiffness, damping and inertia 

matrices defined by the coefficients in the look-up table associated with the displacements (x) and 

incident wave frequency (ω). For each line, these matrices are defined by 36 (6x6) components, which 

relate the forces exerted in a certain direction to the motions on a different direction. For example, the 

term (k31 x1) represents the stiffness force in heave due to the displacements in surge. The most 

significant technical difference between this implementation and that described in WG1 WP1 D2 is 

that  m i
F  may, in the time-domain formulation, be a nonlinear applied force / moment.  

The moorings module has its own input/output (I/O) functionality; this allows it to parse the relevant 

section of the common data file which holds all information about the WEC and the simulation. For 

each mooring line, the relevant information is within a special block demarcated by the symbols  

{MOORING 

... 

}MOORING, 

and consists of: 

 The mooring line’s name; 

 The body which it is attached to; 

 The position of the attachment point (expressed in the body-fixed coordinate system of the 

attached body); 

 The position of the anchor (expressed in the global coordinate system); 

 The stiffness, damping and inertia matrices (stored as 6-by-6 arrays of look-up tables, all 

quantities being expressed in the frame of reference of the mooring line). 

Once this information has been read in, the coordinating (WaveDyn core) code starts the simulation. 

Firstly the core WaveDyn code passes on relevant details to the mooring module about the current 

state of the system. For each mooring line, the required information is the current position and velocity 

(both linear and rotational) of the body to which the line is attached. The mooring module can then 

calculate, in the mooring line coordinate system, both the velocity of attachment point p and its 

relative displacement from its equilibrium position. Once these values are known it can perform the 

look-up operation to obtain the loads, which it then transformed back into the global coordinate 

system. Before the loads can be applied to the bodies, a further step is needed: in the multi-body code 

the loads are applied at the proximal node of the body.  In general, the proximal node of the body is 
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not at the same point in space as the attachment point of the mooring. This means the loads need to be 

transformed into a new set of loads acting at the proximal node. The transformed mooring and other 

loads (PTO and hydrodynamic) are then applied to the body or bodies by the multi-body module 

(MBCore) code. 

 

5.3 Case study: moored truncated cylinder  

As an example of the application of the WaveDyn moorings module, the data associated with the 

mooring configuration published in Jonkman (2010) is used and applied to a floating truncated 

cylinder (the same FDC as used in Section 8).  

It should be noted that the properties of the mooring lines used in this example are suitable for a 

slacked moored floating spar which is distinct from the structure considered in this example (the most 

obvious difference between the two scenarios is the overall water depth). However the properties of 

these mooring lines can be used with the cylindrical geometry to give a first qualitative overview of 

the main implementation characteristics of the moorings module in WaveDyn. 

Table 5.1 presents the main properties associated with the mooring lines used in this example. 

 

Property Value 

Depth to anchors below SWL (water depth) 320 m 

Depth to fairleads below SWL 4 m 

Horizontal distance from fairlead to anchor 846.67 m 

Radius to fairleads from platform centreline 10 m 

Unstretched mooring line length 902.2 m 

Mooring line diameter 0.09 m 

Equivalent mooring line mass density 77.7066 kg/m 

Equivalent mooring line weight in water 698.094 N/m 

Equivalent mooring line extensional stiffness 384,243 kN 

Table 5.1. Mooring lines properties for the test cylinder; adapted from Jonkman (2010). 

Figure 5.2 gives a schematic representation of the test case considered in this example. The cylinder is 

moored with three lines attached to the fairleads at a depth equal to 4m bellow the still water line. The 

anchors (fixed to the inertia frame) are located at a (water) depth of 320 m below the mean free-

surface and at a radius of 853.87m from the centreline. The three lines are connected to the three 

fairleads which are located on a plane parallel to the mean free-surface and spaced uniformly around 

the cylinder at 120º angle. 
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Figure 5.2. The mooring arrangement for the test cylinder. Three identical catenary mooring 

lines are represented, spaced evenly at 120° intervals around the cylinder. 

 

The load-displacement relationships for this system were derived numerically by considering discrete 

combinations of the displacements in all modes of motion which serve as basis to derive the 

coefficients used in the look-up tables. These relationships were originally calculated from the line 

characteristics given in Table 5.1 using FAST (a modelling code developed for the wind industry). It 

should be noted that in this example, these relationships take into account the combined effect of the 

mooring arrangement with the three lines and also that only the stiffness properties of the mooring 

lines are taken into account, i.e. neither damping nor the inertial properties of the lines were 

considered.  

The procedure to obtain the load-displacement relationships consisted in recording the reaction force 

in the mooring lines at the attachment point that resulted from the combinations from discrete 

displacements of the line. A very large number of simulations were required to cover all the possible 

combinations and to fill the lookup table. Jonkman (2010) reports to have performed 1,574,573 

simulations to obtain these relationships associated with variations in surge, sway, heave, roll, pitch 

and yaw in a corresponding number of steps equal to 13 × 13 × 7 × 11 × 11 × 11, respectively. The 

details of the procedure can be found in Jonkman (2010). Figure 5.3 to Figure 5.5 show load-

displacement relationships obtained when each DOF is varied independently. 
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Figure 5.3. Load-displacement relationships of the mooring lines which derive the look-up 

tables. 
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Figure 5.4. Load-displacement relationships of the mooring lines using the look-up tables (cont.) 
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Figure 5.5. Load-displacement relationships of the mooring lines using the look-up tables (cont.) 

 

Representative results can be obtained by monitoring the time history response of the moored cylinder. 

The simulations were performed for regular and irregular waves, using a Pierson-Moskowitz spectrum 

with Hs=2.5m  (Tp=7.9). For regular waves the simulations were carried out over a total duration of 

900s (15min) whereas for the irregular waves a simulation length of 1800s (30min) was used. 

Figure 5.6 shows the initial results which compare the displacements in heave for a freely floating and 

a moored cylinder. The large amplitudes of the initial transients were found to be related to the 

additional weight of the mooring lines, which unbalance the buoyancy force on the cylinder (note that 

this is proportional to the cylinder’s draft). The steady state equilibrium position (0.54m below the 

free-surface) is used to estimate the weight of the mooring lines. To keep the same draft on the 

cylinder, the additional mass of the mooring lines is subtracted from the mass of the cylinder so that 

the cylinder plus the mooring lines are in balance with the buoyancy force of the cylinder. The mass 

and moments of inertia of the cylinder used for the simulations in the present section are given in 

Table 5.2.  

Figure 5.7 shows the displacements in surge, sway and heave for the moored cylinder. In surge the 

superposing effect of a higher period oscillation of about 140s (and amplitude of 0.7m) is clear, and 
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this is due to the mooring lines in addition to the oscillations related to the incident wave. In sway, as 

expected, there is no displacement as the waves do not excite the cylinder in this direction. In heave, 

the oscillations are small and of about 1/10th of the amplitude of the incident wave. Note that the 

transient effects observed for the first cylinder are not present, as the weight of cylinder was adjusted 

to include the mooring lines weight.  

Figure 5.8 shows the comparison of the time series displacements in surge and heave for a freely 

floating and a moored cylinder when the incident wave has a period and amplitude equal to 5s and 1m. 

The time series responses for irregular waves are shown in Figure 5.9. As expected, the free cylinder 

drifts away in surge from its starting point whereas the moored cylinder oscillates about its mean  

position with no drift. The amplitudes of the oscillations in heave are about the same for both cases 

showing that the mooring lines are not restraining the cylinder in this DOF.  
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Figure 5.6. Initial simulations: Comparison between heave displacement for a moored and a 

freely floating cylinder. The initial transient motion of the moored cylinder is due to the 

instantaneous unbalance between the buoyancy force and joint weight of the cylinder and 

mooring lines. 

 

Table 5.2. Properties of the cylinder used in the simulations of the present section.  

Mass of the mooring lines 173887.15 [kg] 

Mass of the cylinder used in Section 8 6440240.12 [kg] 

Mass of the cylinder used in the simulations of 

the present section. 
6267109.59 [kg] 

Moments of Inertia at the principal axis of the 

cylinder used in the present section. 

Ixx = Iyy = 218139290.35 [kg m2] 

Izz = 168246318.16 [kg m2] 
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Regular Wave (T=7.0s, a=1.0m)
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Regular Wave (T=7s, a=1m)
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(c) 
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(d) 

Figure 5.7. Time series of the motions of the moored single cylinder (a) Surge (black) and sway 

(red) motions for a 15 min simulation, (b) first 120s of the simulation for surge and sway. (c) 

Heave motion correspondent to 15min simulation (d) first 120s for the heave motion simulation. 
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(b) 

Figure 5.8. Comparison between a moored and a freely floating cylinder obtained with 

WaveDyn for a regular wave (T=5s, a=1m).  
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(c) 

Figure 5.9. Comparison between the displacements of a moored and a freely floating truncated 

cylinder for irregular waves. The input spectrum is a PM with Hs=2.5m (Tp=7.9s). 

The time series of the mooring forces in surge and heave for a PM spectrum (with Hs=2.5m and 

Tp=7.9s) are shown in Figure 5.10. In surge , the mooring forces oscillate with maximum amplitude of 

about 200kN. In heave the amplitude of the oscillations is small around a steady force equal to about 

1700kN which is the force corresponding to the weight of the mooring lines (see also Table 5.2). 

An initial verification procedure of the computations performed by the moorings module is  performed 

by comparing the mooring forces output from WaveDyn and the mooring force obtained via the 

relationship given by Equation [5-3], using the motions computed by WaveDyn. This is shown in 

Figure 5.11 for the same input PM spectrum. The agreement is good, giving evidence that the 

implementation of the mooring forces module is behaving as expected.  

The current implementation allows the description of linear and nonlinear mooring force profiles in 

the time-domain. Such feature allows the definition of the mooring loads to be monitored 

experimentally in WG2, thus the primary objective of the moorings module has been achieved. Further 

steps, mostly related to verification exercises (as the one described in the previous paragraph), are still 

needed to infer if the formulation is applicable to a wide range of mooring configurations. Such steps 

are outlined in Section 9. 
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Mooring forces for a PM input spectrum with Hs=7.5m and Tp=7.9s.
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Figure 5.10: Mooring forces in surge (black) and heave (red) associated with a PM spectrum 

with Hs=2.5m (Tp=7.9s). 
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Figure 5.11: Comparison between the mooring forces / moments obtained with WaveDyn and 

computed externally through Equation 5-3 using the stiffness coefficients from the load-

displacement relations given by Figures 5.3 to 5.5. 
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6 POWER TAKE-OFF (PTO) AND CONTROL MODULES 

The frequency-domain PTO model presented in WG1 WP1 D2 relies on a explicit, linear 

mathematical formulation that allows a PTO force to be applied to any joint in the WEC structure as a 

function of the joint freedom displacements and velocities. As with the other applied force calculation 

modules, an object-orientated software architecture supports a multi-body implementation whereby a 

set of ‘PTO bodies’ are constructed for the joints in the system at which forces are to be applied; these 

bodies complete the PTO force calculations and are managed by an overall containing object referred 

to as the PTO structure. The PTO structure represents the interface with the high level WaveDyn co-

ordinating code, including the numerical integrator. This multi-body setup allows more advanced PTO 

modelling capability to be added to the code through the development of new PTO body types, which 

can be specified as alternatives to the linear bodies developed for the frequency-domain 

implementation. The time-domain PTO bodies may support complex, nonlinear or discontinuous PTO 

characteristics that more closely represent real PTO designs. In line with the ‘Next Steps’ outlined in 

the Section 9.2 of the WG1 WP1 D2 report, the recent PTO and control system implementation work 

has focused on the implementation of these more complex PTO bodies in the WaveDyn code.  

Two new types of PTO body have been developed for the time-domain; the most advanced of these is 

a simplified hydraulic or electrical rectification and smoothing system that incorporates an internal 

‘charge’ state solved for by the central WaveDyn integrator. The charge integration for these bodies is 

the first applied force calculation module state variable to be handled in WaveDyn (previously the 

integrator dealt with structural, MBCore states only) and has led to some development in the software 

format of both the PTO module and the central integrator since that presented in WG1 WP1 D2. An 

overview of the latest PTO software architecture is given in Section 6.1 below, whilst Section 6.2 

presents the input parameters. Sections 6.3, 6.4 and 6.5 describe the mathematical basis and 

implementation process for the new PTO bodies and their associated control parameters. The central 

WaveDyn integrator is described in Section 2.3; the integrator code now more comprehensively 

supports the solution of an unspecified number of calculation module states, providing a basis for the 

completion of a PTO and control system DLL interface. 

 

6.1 PTO applied force calculation module: software architecture 

The basis of the PTO module software architecture follows a very similar design to that of the 

hydrodynamics module described in Section 3 and was initially presented in Section 6.4 of WG1 WP1 

D2. In this initial formulation a set of lower level PTO body objects representing linear PTO models 

for joints in the structure was contained within a single PTOStruct object. The central WaveDyn code 

could call the PTOStruct object passing a set of joint kinematics to the PTO bodies and could then 

request that a set of PTO loads to be returned. The two level body-structure architecture has been 

largely maintained for the latest implementation however the kinematics setting and load calculation 

functions have been combined into a single function, named CalStateDevApp that accepts a structure 

containing the PTO body kinematics and any state values as its argument and returns the loads as well 

as any internal state derivatives for use by the central WaveDyn integrator. The explicitly defined 

input-output structure of this single function avoids the need to store the body kinematics in memory 

once they have been ‘set’ and removes the need to call the calculation module functions in the correct 

order. Additional arguments to the CalStateDevApp function allow the integrator to indicate to the 

PTO module whether the loads and state derivative calculation is simply an intermediate integrator 

call, as this is required for some integration algorithms (such as a Runge-Kutta type technique), or a 

complete timestep call in which the actual system states and loads are determined. The states passed to 

the calculation module for a complete timestep call may be checked for validity by the PTO module at 

the start of the CalStateDevApp function and the loads calculated may additionally be written to the 

simulation output buffer, if the timestep has been marked as an output timestep by the coordinating 

WaveDyn code.  
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At the start of the simulation, the coordinating code calls an initialisation function for the module, at 

which point the PTOStruct examines the PTOBody types that have been constructed during the input 

file parsing process and returns a list of any states, with assigned initial values, to be included in the 

time-domain integration process. The overall code structure is illustrated schematically in Figure 6.1 

below. 

 

6.2 PTO and control modules: input parameters 

As described in Figure 6.1, the WaveDyn engineering code is capable of reading user input provided 

in the .IN file plain text format described in WG1 WP1 D2, Section 2.7, or an equivalent .xml data 

tagged version generated by the prototype user interface. The input parameters themselves are the 

same in both input files types, it is simply the format that differs, and in both cases the PTO and 

control applied force calculation module input parameters are contained within a tagged sub-block of 

the body data. This is marked by “<pto” and “>pto” tags in the .IN file and “<PowerTakeOff>” and 

“<\PowerTakeOff>” tags in the xml files. The PTO body type is determined from a type parameter in 

these blocks which allows an instance of the correct PTO Body object, constructed with the remaining 

parameters, to be added to the PTOStruct in the WaveDyn model. The input parameters required for 

each of the PTO Body models are overviewed in Sections 6.3 to 6.5. 
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Figure 6.1. PTO Force Calculation Module Class Architecture and Key Functions. 
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6.3 First-order (linear) explicit PTO model 

The initial PTO Calculation Module formulation, designed to support the requirements of a frequency-

domain analysis as well as time-domain simulations, allows the user to specify parameters for a 

mathematical PTO force expression with a simple, parameterised spring-damper form: 

T T

PTO
f B x K x E              [6.1] 

where: 

 x   is the vector of joint freedom translational and angular displacements,  

B  is the vector of PTO damping values for each freedom, 

K  is the vector of stiffness coefficients, 

E  is a vector of preloads. Note that this must be set to zero for a frequency-domain analysis. 

The force 
PTO

f  is applied to the freedoms in the SlidingJoint and Hinge structural bodies. Equation 

6.1 may be evaluated directly from the kinematic data arguments to the CalStateDevApp PTOLinBody 

member function containing the instantaneous x  and x  values. The input parameters embodied in the 

damping, stiffness, pre-load and control variables are provided by the user in the .IN file “<pto >pto” 

sub-block using the parameter order shown in Table 6.1.  

 

<pto   >pto  Sub-block Parameters; PTOType = Simple 

Input Parameter 

(as presented in 

the .IN file) 

Data Format 
Parser 

Dependencies 
Description 

PTOType = Simple 

Damping 

Vector of double 

precision floating 

point numbers 

None 

Parameter is 

compulsory, but 

may be set to zero. 

Vector of PTO damping coefficients 

for each joint freedom. Energy 

dissipated is assumed to be converted 

by the PTO mechanism and is 

recorded in the PTO absorbed power 

output data series. 

 

Stiffness 

Vector of double 

precision floating 

point numbers 

None 

Parameter is 

compulsory, but 

may be set to zero. 

 

Vector of PTO stiffness coefficients 

for each joint freedom. 

Pre-load 

Vector of double 

precision floating 

point numbers 

None 

Parameter is 

compulsory, but 

may be set to zero. 

Vector of Pre-load values 

permanently applied to the joint. 

Table 6.1. PTO sub-block .IN file parameters for the initial, linear PTO model. 
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A user may passively control the linear explicit PTO bodies through variation of the stiffness and 

damping terms; in doing this, it is possible to adjust the system reactance and hence peak response 

frequency, or to simple obtain an overall optimum damping level for energy capture. Use of the more 

complex, second-order model described in Section 6.4 alternatively allows modulation of the PTO 

settings to be expressed using a control coefficients format (the second-order terms simply being set to 

zero if the linear format described by Equation 6.1 is still required). A more detailed discussion on 

PTO tuning is provided in both the Methodology Report, WG1 WP1 D1b, Section 3.6.2 and in 

multiple texts including Falnes (2002), Cruz (2006) and Livingstone and Plummer (2010). 

 

6.4 Second-order explicit PTO model  

The time-domain WaveDyn formulation allows much more complex mathematical models than the 

simple case presented in Section 6.3 to be supported. Indeed, any explicit mathematical function of the 

joint kinematics could be readily incorporated into the code without significant effort. In reality, 

however it is difficult to support such an open-ended model from a user input perspective and so the 

second PTOBody type limits the input to a more complex, but restricted second-order formulation that 

takes the form: 

EExKKxxCCxBBxxAAF c

TT

c

TT

c

TT

c

TT

cPTO       [6.2] 

where, in addition to the parameters defined in Section 6.3, the following vectors describe values for 

each joint freedom as follows: 

 cA  Control Square Law Damping 

 A  Square Law Damping 

cB   Control Damping 

cC  Control Square Law Stiffness 

C  Square Law Stiffness 

cK  Control Stiffness 

cE  Control Pre-Load 

As with Equation 6.1, Equation 6.2 may be evaluated directly from the joint kinematics passed as 

arguments to the CalStateDevApp function and the user supplied PTO settings, which have the .IN file 

parameter names listed in Table 6.2.  
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<pto   >pto  Sub-block Parameters; PTOType = 2ndOrder 

Input Parameter 

(as presented in the .IN file) 

Data 

Format 

Parser 

Dependencies 
Description 

PTOType = 2ndOrder 

ControlSquareLawDamping 

Vector of 

double 

precision 

floating 

point 

numbers 

 

None 

Parameter is 

compulsory, 

but may be set 

to zero. 

 

Vectors of control values used to 

modulate the set of PTO parameters 

defined below. These are set as unit 

vectors if the full PTO coefficient 

values are to be used unchanged.  

ControlDamping 

ControlSquareLawStiffness 

ControlStiffness 

ControlPre-load 

SquareLawDamping 

Vector of PTO square law damping 

coefficients for each joint freedom. 

Energy dissipated is assumed to be 

converted by the PTO mechanism 

and is recorded in the PTO absorbed 

power output data series. 

Damping 

Vector of PTO damping coefficients 

for each joint freedom. Energy 

dissipated is assumed to be converted 

by the PTO mechanism and is 

recorded in the PTO absorbed power 

output data series. 

Stiffness 
Vector of PTO stiffness coefficients 

for each joint freedom. 

Pre-load 
Vector of Pre-load values 

permanently applied to the joint. 

Table 6.2. PTO sub-block .IN file parameters for 2nd Order PTO model. 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

97 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

The results of test simulations run using both the second-order PTO model and the simple, linear 

model allow the two implementations to be compared. Figure 6.2 to Figure 6.5 illustrate the effect of a 

second-order PTO model on the heaving point absorber case study presented in Section 8 of WG1 

WP1 D2 (see also Section 8.1 of this report). The results presented here for regular waves with a 

frequency of 0.7rad/s and a wave amplitude of 1m. The PTO settings selected in each case lead to a 

similar heave response amplitude (a linear damping of 2MNs/m and a square law damping of 

6MNs/m) but significant differences in the PTO force experienced at the sliding joint  and, as a result, 

the power absorbed by the system. The difference in the body kinematics may be expected to become 

more pronounced as the wave amplitude increases. 
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Figure 6.2. Cylinder heave displacement with both linear and 2nd order PTO models.  
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Figure 6.3. Cylinder heave velocity with both linear and 2nd order PTO models. 
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Figure 6.4. Applied PTO force for the heaving cylinder under both linear and 2nd order PTO 

models. 
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Figure 6.5. Absorbed PTO power for the heaving cylinder under both linear and 2nd order PTO 

models. 
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6.5 Smoothing-rectification PTO template: control and implementation 

The smoothing and rectification PTO template implementation is more complex than the simple 

explicit models described in Sections 6.3 and 6.4 above. This is the first of a set of potential PTO 

‘template’ models; the templates are specifically designed to capture the salient features of a certain 

type of PTO, avoiding the need to model the complete machine design down to an individual 

component level. The template allows the potential performance and critical load levels on the WEC 

to be assessed and may require interaction with the WaveDyn integrator so that the internal system 

states can be solved. 

The mathematical basis for the smoothing-rectification PTO template implementation was given in the 

methodology report, WG1 WP1 D1b, Sections 3.6.1 and 5.5.4. The model consists of five parts, or 

sub-models, which may be briefly summarised as: 

1. The actuator model: the primary interface between wave-activated bodies and the PTO 

mechanism. The force applied to the actuator is used to pump a working ‘flow’ around the 

PTO circuit. The term ‘flow’ is loose and may refer to a hydraulic fluid or an electrical current 

(or indeed anything that may be modelled sufficiently accurately by the mathematical 

equations presented). The flow has both a potential (pressure or voltage) and flow rate (or 

current). 

2. The rectifier model: designed to simulation the rectification of the actuator flow, including a 

loss model in which valve losses and component resistances may be applied in a simplified, 

lump format. 

3. A smoothing model: a flow capacitance designed to smooth ripples in the actuator flow so as 

to allow a more constant flow rate to be drawn through the load-drive element with limited 

variation in flow potential. 

4. The load-drive element: converts some of the energy in the flow to a mechanical, rotational 

form used to drive the generator load. The conversion occurs with a specified efficiency and a 

limit on the maximum allowable flow rate. 

5. The generator model: an additional electrical efficiency term for the electrical generator and 

power converter operations. 

Each of the sub-models operates with additional, designated control variables allowing the template 

operations to be continuously adjusted. The control points and the interactions between the sub-models 

is shown in WG1 WP1 D1b, Figure 3.5, which has been reproduced in Figure 6.6 below. The 

mathematical calculations completed for each sub-model are described in Table 6.3. The 

CalStateDevApprove function for the PTO template bodies completes the calculations following 

the algorithm described below. The calculations are referenced directly to Table 6.3 using cross-

referencing tags following a /1/, /2/, …,/N/ format. The user-defined models are not yet supported in 

the code (see Section 9.2). CalStateDevApprove receives the instantaneous time and joint 

kinematics as its input arguments. Pointers to the body internal charge states are contained within a 

PTOStruct state list (these are established during the PTOStruct Initialisation call) and are used to set 

the states for all the PTO models prior to the calculations being completed. 
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Figure 6.6. The smoothing-rectification PTO template sub-model interactions, including control and user supplied variables .

Actuation 
 

Actuator Flow = 
 f (EOM States, 

Control 
Variables, Flow 

Coefficient) 
 

PTO Force = 
 f (Actuation 
Potential) 

Rectification 
Circuit 

 
Smoothing 

Flow 
= f (Actuator 
Flow, Flow 

Losses) 
Actuation 

  
Potential = f 

(Charge, 
Rectification 
Resistance, 

Control 
Resistance) 

 

Smoothing 
 

State Variable: 
Charge State Derivative = f (Charge, 
Flow In, Flow Consumption by load, 

Control Variables) 
 

Smoothing Potential = f (Charge) 
 
 
 

 

Load Drive 
Element 

 
Generator 
Power = f 
(Charge, 

Generator 
Loading, 

Smoothing 
Outflow 

Resistance) 
 

Consumption  
= f (Charge, 
Generator 
Loading) 

Efficiency 
 

Electrical 
Power Out, = 
f (Generator 

Power, 
Efficiency) 

Flow into 
Smoothing 

Circuit 

Smoothing 
Potential 

 

Consumption 

Generator 
Power 

Electrical 
Power Out 

Smoothing 
Potential 

Actuation 
Potential 

EOM States 

PTO Force 

Rectification 
Resistance 
 
Flow Loses 

 

 

Control  
Resistance 

Charging / discharging 
parameters depending on 
selected mathematical model 
 

 

Load Description 
Parameters 
 

 

User Input for Model Definition 

GH WaveFarmer WEC Control System Module 
 

Actuator locking, 
switching to provide 
physical flow control 

 

Charge/Discharge 
Control 

 

Efficiency 
 

 

Flow Coefficients 

 

Actuator 
Flow 

Calculated directly each time-step 
Internal PTO state variable 
PTO module simulation inputs and outputs to equation of motion (EOM) 
User defined or control system parameters. 

 

 

Flow consumption 
and generator 
control. 

Potential data transfer each time-step 
 
Input parameters defined at start of simulation 

 

 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

101 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

The smoothing-rectification PTO template calculation algorithm can be summarised in the following 

key steps: 

 Check state values are within a realistic set of allowable limits (ensure charge state is not less 

than zero). 

 Calculate the smoothing potential (pressure or voltage) in the accumulator or capacitor 

directly from the charge state /1/. The user may have selected an electrical capacitor or 

hydraulic accumulator model. 

 Calculate the actuator flow from the velocity of the joint freedoms. /2/ 

 Calculate the actuation potential from the smoothing potential, the rectified actuator flow rate 

and the rectification resistances and the control terms. /3/ 

 Determine the PTO force on the actuator from the actuation potential. This is passed back to 

the coordinating level of WaveDyn code, where it is applied to the joint the in the MBCore 

structure. /4/ 

 Calculate the the flow in to the smoothing element (accumulator or capacitor). Both a 

constant leakage loss and a flow loss in proportion the actuation potential are applied. /5/ 

 On the generator side of the smoothing system, calculate the load-drive element flow 

consumption from the smoothing potential (the potential within the accumulator or capacitor 

element; the assumption is made that this is approximately the full potential difference across 

the load drive). The consumption flow is limited by a user input peak value.  /6/ 

 Use the load-drive element flow consumption and the smoothing circuit flow potential to 

calculate the generator drive power (again assuming that the smoothing circuit flow potential 

is equivalent to the potential drop across the drive).    /7/ 

 Apply electrical efficiency terms to the drive power to obtain an estimate for the electrical 

power output. /8/ 

 Calculate the charge state derivative as the net flow into the smoothing element. Return this 

value to the WaveDyn numerical intergrator. /9/ 

 Record all calculation variable values to the output data streams if an output timestep has 

been called. 
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Table 6.3. The mathematical formulation of the Smoothing-Rectification PTO Template. 

 

Actuation 

User Defined Parameters 

Name Symbol Description 

Flow Coefficient 

 

FC
 

Simple velocity coefficient used to calculate PTO ‘flow’ rate 

Control Parameters 

Name Symbol Description 

Actuator Locking 
LOCKI  

LOCKB
 

Variables used to ‘lock’ actuator motion by applying a damping 

LOCKB whenever the Boolean parameter LOCKI  is set to ‘true’. 

Control Flow 

Coefficient  FCC
 

Controller defined flow coefficient term. Used to mimic 

discreet actuator switching or other form of variable flow 

actuation. 

Inputs and Outputs (I/O) (Working Variables) 

Name Symbol I/O Description 

EOM States z  
I Equation of motion states – typically body displacement, 1z  

and velocity, 2z . 

Actuation Potential A  I Potential Difference across actuator 

PTO Force PTOf
 

O Instantaneous power take-off force output. 

Actuator Flow AQ
 

O Energy carrying flow rate out from actuation component. 

Calculations – User  may select from multiple calculation models if available 

Calculation Name Model Number Model Description 

Actuator Flow 

/2/ 

1   2A F FCQ C C z 
     

2 User Defined. Format must fit:  , ,A F FCQ f C C z  

PTO Force 

/4/ 

1   2PTO F FC A LOCKf C C B z     

2 

User Defined. Format must fit: 

 
 , , , ,PTO F FC A LOCKf f C C z B 
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Rectification Circuit 

User Defined Parameters 

Name Symbol Description 

Rectification 

Proportional Flow 

Loss Coefficient. 

L RPC   Proportional loss coefficient. Allows user to specify a flow 

loss in proportion to the actuator potential. Loss is 

representative of a leakage in a hydraulic system. 

Rectification 

Constant Flow Loss 
L RCQ   Constant flow leakage loss regardless of pressure or flow 

rate. 

Rectification 

Resistance 
RR  Flow resistance due to valves or resistors in the rectification 

circuit.  

Control Parameters 

Name Symbol Description 

Control Resistance 
RCR  A controllable flow resistance. 

Control Potential 
C  Additional controller induced actuator potential 

Inputs and Outputs (I/O) (Working Variables) 

Name Symbol I/O Description 

Actuator Flow AQ
 

I Energy carrying flow rate out from actuation component. 

Smoothing Potential S  I 
Potential difference across generator power-train. 

Maintained by smoothing circuit. 

Actuation Potential A  O Potential difference across actuator 

Smoothing Flow SQ  O Energy carrying flow rate out into smoothing circuit. 

Calculations  

(User  may select from multiple calculation models if available) 

Calculation Name Model Number Model Description 

Actuation Potential 

/3/ 

1  A S A R RC CQ R R       

2 
User Defined. Format must fit: 

 , , , ,A S R RC A Cf R R Q     

Smoothing Flow 

/5/ 

1 S A L RV A L RCQ Q C Q      

2 
User Defined. Format must fit: 

 , , ,S L RP L RC A AQ f C Q Q    
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Smoothing Circuit 

User Defined Parameters (Note than in this case, use is dependant on calculation selection) 

Name Symbol Description 

Accumulator Pre-

Charge Potential 0  Pre-charge pressure for the gas accumulator model. 

Accumulator Size 
0  Total accumulator volume for the gas accumulator model. 

Capacitance 
yC  Capacitance for the electrical model. 

Polytropic Index 
n  

Polytropic index for the accumulator gas expansion and 

compression process (assumed constant). 

Other User Defined 

Parameters _1SUC , _ 2SUC ,… 
User defined constants for use in a user defined smoothing 

model. 

Control Parameters 

Name Symbol Description 

User defined control 

variable 
_1SUV  Control variable for use with a user defined smoothing 

potential mathematical model. 

Inputs and Outputs (I/O) (Working Variables) 

Name Symbol I/O Description 

Smoothing Flow SQ  I Energy carrying flow rate into smoothing circuit. 

Consumption CQ  I 
Energy carrying flow passing though the generator power 

train. 

Smoothing Potential S  O 
Potential difference across generator power-train. 

Maintained by smoothing circuit. 

Calculations – User  may select from multiple calculation models if available 

Calculation Name Model Number Model Description 

Charge State 

Derivative  /9/ 
1 S CQ Q    

Smoothing Potential 

/1/ 1 

Gas Accumulators System (Polytropic) 

0
0

0

n

S

 
    

  
      

2 

Electrical Capacitor System 

S

yC


                         
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3 

User Defined. Format must fit 

 _1, ,...S SUf V       

States  

State Name Description State Derivative Calculation Name 

Charge,   Quantity of fluid or charge 

stored in the smoothing 

circuit.  

Smoothing Potential 
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Load Drive Element 

User Defined Parameters 

Name Symbol Description 

Load Resistance 
LR  Loading on the generator drive components. 

Smoothing Outflow 

Resistance OUTR  Resistance to outflow from the smoothing model. 

Powertrain 

Mechanical 

Efficiency 
DM  ‘Mechanical’ efficiency of generator drive componentry. 

Powertrain 

Volumetric 

Efficiency 
DV  Volumetric efficiency of generator drive componentry. 

Control Parameters 

Name Symbol Description 

Powertrain Control 

Resistance. 
DCR  Control resistance used to modulate flow to the powertrain. 

Maximum 

Consumption _DC MAXQ  Controller applied limit on the powertrain flow consumption. 

Inputs and Outputs (I/O) (Working Variables) 

Name Symbol I/O Description 

Smoothing Potential S  I 
Potential difference across generator power-train. Maintained 

by smoothing circuit. 

Consumption CQ  O Energy carrying flow passing though the generator power train. 

Generator Power GP  O Generator Drive Power 

Calculations – User  may select from multiple calculation models if available 

Calculation Name Model Number Model Description 

Consumption /6/ 1 
_1

,
DC MAXs

C

DV OUT L DC DV

Q
Q MIN

R R R 

 
  

  
 

Generator Drive 

Power           /7/ 
1 G DM DV C SP Q    
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 Electrical Generator (Simple Efficiency Model) 

User Defined Parameters 

Name Symbol Description 

Generator 

Efficiency GEN  Electrical generator efficiency. 

User Defined 

Parameters 
_1SUC , 

_ 2SUC ,… 

User defined constants for electrical generator model. May be 

used to describe power electronics effects thereby providing a 

more comprehensive model of the generator and power 

converter until a more sophisticated electrical model is 

available. 

Inputs and Outputs (I/O) (Working Variables) 

Name Symbol I/O Description 

Generator Power GP  I Generator input power 

Electrical Power 

Output EP  O Electrical power output 

Calculations – User  may select from multiple calculation models if available 

Calculation Name Model Number Model Description 

Electrical Power 

Output    /8/ 
1 E GEN GP P  

 2 

User defined model 

 _1 _ 2, , ,...E G SU SUP f P C C  
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The .IN file input format for the user-supplied data listed in Table 6.3 is given in Table 6.4 below. 

 

<pto   >pto  Sub-block Parameters; PTOType = 2ndOrder 

Input Parameter 

(as presented in the .IN file) 

Data 

Format 
Parser 

Dependencies Description 

PTOType = SmoothRect 

SmoothingPotenModel 
Integer 

Number 

None 

< 0 indicates a hydraulic accumulator model. 

= 0 indicates an electrical capacitor model. 

> 0 indicates another, user-supplied model. 

FlowCoeff 

Double 

precision, 

floating 

point 

number. 

Actuator flow coefficient. Relates joint 

velocity to system flow rate. 

RectFlowLossPropActPCoeff 

Rectification potential flow loss coefficient. 

Flow loss in proportion to the actuator 

potential. 

ConstantRectFlowLoss 
Constant flow leakage from the rectification 

circuit. 

RectResistance 
Flow resistance due to valves or resistors in the 

rectification circuit. 

PolyTropIndex 

Polytropic index for the accumulator gas 

compression and expansion process. Not used 

for the electrical capacitor model. 

AccPreChargePot 
Gas pre-charge pressure for the accumulator. 

Not used for the electrical capacitor model. 

AccSizeCap Accumulator or capacitor size. 

LoadResist 

Load resistance – constant damping or 

resistance value to represent the load provided 

by the generator and power-train. 

SmoothOutResist 
Resistance to outflow from the capacitor or 

accumulator. 

PowerTMechEff 
Mechanical efficiency of generator drive 

componentry. 

PowerTVolEff 
Volumetric efficiency of generator drive 

componentry. 

GenElecEff 
Generator and power-train electrical 

efficiency. 

MaxConsump 
Limit on flow consumption by the generator 

drive componentry. 

Table 6.4. PTO sub-block .IN file parameters for the Smoothing-Rectification PTO Template. 
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As for the second-order PTO model (Section 6.4), initial PTO template test simulations have been 

completed using the point-absorber FDC model (heaving point absorber). The hydraulic system 

mimics that shown in Figure 6.7, although the pressure drop across the hydraulic motor created by the 

combined high and low-pressure accumulators must be modelled using the single accumulation 

element in the PTO template. The ‘flow constraint’ valve operates as a limit on the maximum flow 

rate allowed through the hydraulic motor and may in reality take the form of a pressure-compensated 

flow control valve, which would have additional dynamic properties. The rectification and 

accumulator outflow resistances in the PTO template model and losses are not shown in Figure 6.7.  

 

Figure 6.7. Simple hydraulic accumulator PTO system. 

The WaveDyn inputs for all of the PTO template parameters are listed below. All parameters are in S.I 

units: 
 
    SmoothingPotenModel = -1 

    FlowCoeff = 0.03    

    RectFlowLossPropActPCoeff = 1e-12  

    ConstantRectFlowLoss = 0.00001    

    RectResistance = 200 

    PolyTropIndex = 1.3 

    AccPreChargePot = 6000000 

    AccSizeCap = 0.1 

    LoadResist = 100000 

    SmoothOutResist = 100 

    PowerTMechEff = 0.95  

    PowerTVolEff = 0.95  

    GenElecEff = 0.98 

    MaxConsump = 0.008333 

The results from a sample simulation run for regular waves with a 0.4rad/s angular frequency and a 

1m wave amplitude are shown in Figure 6.8 to Figure 6.13. The smoothing effect provided by the 

accumulator is clearly visible and could be improved further by using a larger accumulator or through 

a user specific control system modulation of the accumulator outflow. The more complex model, 

which includes loss terms, allows a more realistic assessment of device performance to be obtained 

than is possible with the simple (explicit) mathematical PTO models. 
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Figure 6.8. Cylinder heave displacement time-series as the cylinder pushes fluid in to the 

hydraulic accumulator. 
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Figure 6.9. The pressure maintained by the accumulator system distorts the velocity time-series 

away from the symmetric periodic form obtained with the linear and 2nd order PTO models. 
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Figure 6.10. Excitation force, radiation force and PTO actuator force time series. The PTO 

actuator motion is consistently opposed by the high accumulator pressure.  
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Figure 6.11. The unsmoothed flow passing from the rectification circuit to the hydraulic 

accumulator. 

A
c
c
u
m

u
la

to
r/

C
a
p
a
c
it
o
r

C
h
a
rg

e
 m

^
3
 |
 C

  
[-

]

Time [s]

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0 20 40 60 80 100 120 140 160 180 200

 

Figure 6.12. Variation in accumulator charge. A larger accumulator would allow still smaller 

charge variation and a more constant potential drop across the generator drive-train. 
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Electrical Power Output Hydraulic Piston Rod Power  

Figure 6.13. Comparison between the power in the PTO joint and the smoothed electrical 

output. 
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The control parameters for the smoothing-rectification PTO template are much more complex than for 

the simple, explicit mathematical models presented in Sections 6.3 and 6.4, however control variables 

positioned throughout the mathematical formulation (see Table 6.3) support a number of strategies. 

Basic tuning and latching control techniques for systems of this type are presented in Falcão (2007; 

2008) and Livingstone and Plummer (2010). 
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7 OPTIMISER MODULE 

7.1 Overview of the development strategy 

The role of the optimiser module is to assist in the design a wave farm under realistic engineering 

constraints. In the Frequency-Domain Implementation Report (WG1 WP1 D2) the foundations of the 

implementation were laid. Since the overall approach has been retained in the current implementation, 

a brief summary is given in Section 7.2 along with an update on certain aspects of it. Up until this 

point, the optimiser has been integrated with an equation of motion solver that operates in the 

frequency-domain. The major advance in the current implementation is the integration of the optimiser 

module with the time-domain version of the equation of motion solver (WaveDyn), which is detailed 

Section 7.3. This implementation step allows a characterisation of WECs including their major 

subsystems like the PTO, which is more detailed than frequency- or spectral-domain calculations 

(allowing verification of the latter approaches). This last task was in the list of next-steps given in the 

aforementioned report: 

 Improve the optimisation of array layout by using different settings with the Genetic 

Algorithm or possibly employing an alternative procedure. 

 Investigate the trade-off between efficiency and accuracy in the computation of the 

hydrodynamic solution for the layout optimisation objective function.  

 Investigate the suitability of local optimisation routines to the problem of PTO coefficient 

optimisation and possibly use an alternative approach. 

 Integrate the optimiser module with the time-domain WaveDyn tool for the objective 

function. 

 Investigate procedures for estimating the interaction effects between WECs and incorporate 

into the optimiser module. 

The remaining items from this list represent technical investigations regarding the operation of the 

optimiser and are covered in the latter part of this section (namely Sections 7.4-7.7). Several case 

studies demonstrating the functionality of the optimiser described in the current section are presented 

in Section 8. 

 

7.2 Details of the implementation 

In this section, the implementation of the optimiser module will be briefly described, detailing the 

optimisation problem to be solved, the development plan for the optimiser and the optimisation 

algorithms themselves. Advances in functionality are detailed as well as a summary of existing 

features previously described in the Frequency-Domain Implementation Report (WG1 WP1 D2). 

 

7.2.1 Problem definition 

The problem that must be solved may be defined in terms of several collections of information that 

interact with each other within the optimiser. These may be conveniently categorised using the 

following labels:  

 Objective function: the quality of a design that is required to be enhanced or reduced 

 Fixed inputs: the variables that the optimiser receives from other modules or user input 

 Constraints: the features of the solution that must be satisfied by the output from the 

optimisation 
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 Penalties: factors that lower the estimation of how suitable a particular solution is without 

excluding it from the optimisation 

 Design variables: the quantities that can be altered by the optimisation algorithm in order to 

change the features of the solution 

 

 

The general structure of an optimisation algorithm, including the above mentioned categories of 

information, is shown in Figure 7.1. The sets of design variables pass around the system leading to 

multiple evaluations of the objective function by other modules of the software (such as WaveDyn or 

potentially the spectral wave model under development in WG1 WP2). This is often the most time-

consuming part of the whole process since it generally involves the assessment of many different 

physical scenarios. It should be noted that in a time-domain approach, the call to the objective function 

is more computationally intensive than an equivalent call to a purely frequency-domain solver, 

although it has the ability to more accurately represent the WEC behaviour. 

The variables that are used in the current implementation of the optimiser module in each of the 

categories specified above are described below in more detail.  

 

Objective function 

 Maximisation of the absorbed power in a certain wave climate 

An alternative objective that will be treated in future developments of the tool is the minimisation of 

the total cost of energy. Although this may change the results of the optimisation, the functionality of 

the software will not be significantly altered, since the modular nature of the tool allows other 

objective functions to be inserted into the optimisation procedure. In the interim period, the 

maximisation of total absorbed power will remain the objective. 

 

 

 

Figure 7.1. Structure of optimisation algorithm. 
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Fixed inputs 

 Sea-state 

 Water depth 

 Number of WECs in the array 

 Geometry of each WEC 

 Modes in which the WEC can move 

 Modes of motion in which power is converted 

The current implementation of the software is now able to load a single multi-body WEC definition 

and subsequently perform optimisation on the array design variables described below. Further 

information on this process is contained in Section 7.3. 

 

Design variables  

 Layout of WECs within the array 

 PTO settings for each WEC 

Either of these sets of variables may alternatively be entered by the user as fixed inputs with the 

optimisation performed on the remaining set. They both may have a significant influence on the 

performance of the array as a whole due to their effect on the hydrodynamic interactions between 

WECs. In the following paragraphs, the way that each is represented as design variables is described. 

Firstly, the variables associated with the array layout are defined. In the general case, the layout of an 

array of WECs may be described using an x and a y coordinate for every converter following the first 

(as well as a machine heading if the WEC is not axially symmetric). However, in the present 

implementation a formation pattern is defined to which all layouts must conform. This consists of a 

‘regular grid,’ where WECs are placed at the intersections of two sets of equally spaced parallel lines. 

Although this is a more restrictive definition than WECs existing in any location, there are a number 

of reasons why it might be more attractive. The first is that it significantly reduces the number of 

variables needed to describe arrays of many bodies. This reduction in the size of the search space has 

the potential to lead to an improvement in optimiser efficiency. Secondly, free optimisation of the 

layout (that is, without formation patterns imposed) has been seen to produce regular arrangements in 

a number of scenarios (Child and Venugopal, 2010). Hence it is anticipated that a regular grid regime 

would assist the optimisation in finding configurations more effectively without the resulting 

objective function being significantly affected. Future implementations of the tool may allow 

irregular spacing of WECs, although it should be noted that a larger amount of computational effort 

would be required due for this to the increased size of the search space. 

The regular grid formation of an array of N WECs, illustrated in Figure 7.2, is defined as follows. 

Firstly two directions are defined, making angles ψ and σ with the positive x-direction (mean 

incoming wave direction). Next, a grid is constructed such that lines are placed at regular intervals 

with spacing p in the direction defined by ψ and s in the σ-direction. An integer number of adjacent 

gridlines M are chosen in the σ-direction, and a sufficient number, ceil(N/M), in the ψ-direction such 

that their product of the two values is at least as big as the number of WECs. The intersections of the 

chosen gridlines then define the potential WEC locations. These positions are filled by WECs 

sequentially in a down-wave direction from the most up-wave point of the array until all N converters 

have been allocated a position. In the case that more than one candidate for the final WEC location 

share the same x-coordinate, preference is given to the one with the least y-coordinate, without loss of 

generality. 
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There are therefore five parameters that govern any particular instance of arrays of axially symmetric 

WECs using this formation: [ψ, σ, p, s, M]. In the case of non-axially symmetric WECs, a sixth 

parameter (the WEC heading) is generally required in addition to these variables. However, where 

only unidirectional waves are considered, the WEC heading for all WECs may be set in advance of 

any optimisation, thus reducing the set of parameters to those given above. 

 

The other main set of design variables involves the characteristics of the PTO for each WEC, bearing 

in mind that each WEC may have multiple PTO modes. Depending on the PTO options and / or 

control strategies that are permitted by the constraints (see also Section 6), these parameters will take a 

different form. For example, if only a dissipative component is to be considered then the PTO settings 

may be expressed as a collection of damping coefficients, one for each mode in which power is 

converted, for each WEC in the array. If a reactive component is also permitted, then there are twice 

this number of parameters; a spring and a damping coefficient for each mode as previously mentioned. 

The use of a time-domain equation of motion solver will also allow the use of additional definitions of 

each individual PTO subsystem, via for example, the PTO templates (see Section 6). Further work will 

address the definition of WEC parameterisations to exchange information with the optimiser module. 

These would be similar to the wave climate parameterisation described in Section 4 and may be 

formed utilising the functionality of WaveDyn.   

 

Constraints / Penalties 

 Minimum spacing between WECs 

 Minimum and maximum PTO settings 

 Allowable control strategies to be tested 

 

Figure 7.2. Regular grid definition sketch (axially symmetric WECs). 
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One constraint that is required in any layout optimisation is that of the minimum distance between 

array elements. This serves two main purposes: the first is to ensure that arrangements are not created 

with intersecting bodies. The second stricter condition is that WECs should be far enough apart that 

the chance of collision is small, even in highly energetic seas. For point-absorber WECs, a simple 

minimum centre-to-centre spacing condition may be employed for this purpose. The situation for an 

array of attenuators (the other FDC under analysis) requires deeper consideration. The approach taken 

here is to insist that the WECs should not collide if the mooring of the tail of the converters becomes 

unattached whilst that located at the nose remains. This rationale also allows the positions and 

constraints on this type of WEC to be expressed in the same way as for point-absorbers. Distances 

between WECs of more than two attenuator lengths may in fact be necessary due to access 

requirements for operation and maintenance, although these constraints may be dealt with in a similar 

way. 

An array of attenuators is thus defined such that the WEC positions generated by the optimisation 

routine relate to the locations of the noses of the converters. The minimum spacing constraints may 

then be expressed by imposing a minimum distance between any two WEC positions, as indicated in 

Figure 7.3. 

 

Figure 7.3. Layout definition and constraint for arrays of attenuators. 

 

In addition to a minimum spacing condition it may also be necessary to place an upper limit on the 

physical size of the array due to, for example, the finite dimensions of the leased area for a particular 

site. There are several ways that this may be performed, although the parameterisation of the array 

layout lends itself to one in particular that has been implemented thus far. Hence the maximum size of 

the array is determined by an upper limit being placed on the following parameters 

 The spacings s and p between WECs along the gridlines defined by the regular grid 

 The number of rows M and columns ceil(N/M) defining the regular grid 

 

An example of an optimisation involving these constraints is described in Section 8. Future 

implementations of the tool may impose stricter conditions by forcing the evaluation of the objective 
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function to be zero for a layout that exceeds a certain measure of array size (effectively implementing 

an exclusion criteria). 

 

7.2.2 Detailed development plan 

The development of the optimiser module has been decomposed into several ‘scenarios’ as detailed in 

the Frequency-Domain Implementation Report (WG1 WP1 D2). Scenarios 1A and 1B relate to the 

Beta 1 version of the software, whereas the more advanced Scenarios 2A and 2B (also preliminary 

described below) will only be implemented in the Beta 2 version. 

 

Scenario 1A 

In this approach, the optimisation problem is handled using an exhaustive method. A fixed set of cases 

and associated design variables are determined before evaluation of the solutions is made. The final 

design is then determined by comparing the objective function values, penalties and whether or not the 

constraints are satisfied, before one is selected. This corresponds to one long iteration of the loop 

shown in the lower half of Figure 7.1. 

Note that meaningful exhaustive optimisation was possible in the PTO optimisation of small arrays 

using a purely frequency-domain approach. However, in the time-domain the solution of the equations 

of motion is a more lengthy procedure. Therefore although the tool is capable of testing a small 

number of array solutions, an effective optimisation is likely to be associated prohibitively long 

computational run times. Moreover the results and discussion from exhaustive optimisation were 

contained in the frequency-domain implementation report (WG1 WP1 D2) and so no further 

discussion of Scenario 1A will be contained in this report. 

 

Scenario 1B 

Scenario 1B involves the evaluation of solutions at every stage of an iterative procedure. Thus, the 

algorithm generates solutions automatically which are evaluated by WaveDyn (and WAMIT if 

necessary) before adaptively generating further designs based on the success or failure of these initial 

solutions. This process corresponds to several executions of the loop pictured in the lower half of the 

optimisation scheme of Figure 7.1. Scenario 1B corresponds to the current stage of development and 

so a more detailed description of the algorithms used is contained in Section 7.2.3. 

 

Scenario 2A 

Scenario 2A involves the inclusion of the capability to estimate the hydrodynamic interactions 

between WECs within the software. Hence the characteristics of an individual WEC will be obtained 

prior to the execution of the optimiser module, and all other calculations will be done within the 

software package. It is anticipated that this could lead to an improvement in the efficiency of the 

optimiser. There are several options for the method by which to estimate the hydrodynamic 

interactions, the principal candidates of which are surveyed in Section 7.7 in anticipation of their use 

in this scenario. 

 

Scenario 2B 

Scenario 2B involves the use of the spectral wave methodology developed by QUB in WG1 WP2 as 

the design evaluation tool. This entails using a spectral solver to estimate the local sea states at each 

array location and a spectral-domain representation of the WEC response to describe the WEC 

behaviour. Such a method would significantly improve the efficiency of the optimisation, potentially 
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allowing much larger arrays to be considered. The applicability of this type of model in the present 

situation has not yet been determined, nor has the exact formulation of the optimisation problem to 

accompany the associated large arrays. These issues will be (at least partly) approached in WG1 WP2 

D4, where a verification exercise comparing all modelling approaches will be presented. 

 

7.2.3 Optimisation algorithms 

Optimisation of the PTO coefficients relating to each WEC was demonstrated in WG1 WP1 D2 with a 

local optimisation algorithm. However, using a time-domain formulation, different requirements of the 

routine are identified. Therefore an examination of the main candidates that may be used for this 

purpose is contained in Section 7.6. One of the procedures that may be used for PTO optimisation that 

is used for layout optimisation is a Genetic Algorithm (GA). Details of the implementation of this 

routine are contained in the WG1 WP1 D2, whilst a summary of the routine itself is given below. 

In a GA, a group of solutions ‘evolve’ in a guided semi-random process towards an optimum. 

Solutions (also known as ‘individuals’) are represented by a number of defining variables called 

‘genes’. A collection of solutions termed a ‘population’ is initiated, after which there follows 

sequentially several other populations at stages called ‘generations’. After each is created, the value of 

the objective function is calculated for each individual in the population with the best ones more likely 

to be selected to proceed. These then form the basis of individuals belonging to the next generation by 

three reproduction mechanisms: ‘crossover’, ‘mutation’ and ‘elitism.’ Crossover involves creating new 

individuals combining the features of two ‘parent’ individuals; Mutation involves a random 

perturbation to the genetic make-up of a single individual. The highest-rated ‘elite’ individuals pass 

into the next generation unchanged. After certain stopping criteria have been met, the final solution is 

the most highly-rated solution in the final generation. For more details, see Mitchell (1998). 

 

7.3 Time-domain WaveDyn integration 

For the Frequency-Domain Implementation Report (WG1 WP1 D2), a link was made between the 

optimiser and an equation of motion solver that operated purely in the frequency-domain. Since then, 

the time-domain tool WaveDyn has been integrated into the optimiser module, allowing the 

optimisation of arrays of WECs with, for example, nonlinear motion constraints and nonlinear external 

forces (PTO forces and moorings). In this sub-section, the associated implementation is described. 

The structure of the entire farm tool (‘WaveFarmer’) code, which encompasses the function of the 

optimiser, is shown in Figure 7.4. The WaveFarmer controller file / executable first calls sub-functions 

(initialise_workspace.m) to initialise the workspace directory structure and read in the input 

data from the user (get_input_xml.m) via an .xml input file (CalculationInputData.xml). The 

input is then processed (process_input.m) before being sent to one of the optimisation routines for 

layout or PTO settings, depending on the preference expressed by the user (optimise_layout.m, 

optimise_PTO.m). These processes will be described in more detail in the following paragraphs. The 

output from the optimisation routines is then sent to be processed (process_output.m) and 

delivered back to the user (user_output.m).  

Note that within the PTO optimisation sub-module, it may be either the MATLAB ‘Optimization’ or 

‘Global Optimization’ Toolbox that is used, depending on the routine chosen (see Section 7.6). In 

either case, the functionality of these external packages is provided as part of the farmer tool as a 

result of compiling the executable. On the other hand, the current implementation of the tool requires 

users to have a license for the boundary element code WAMIT in order for layout optimisation to 

function. It should also be noted that the ‘WaveDyn’ box in the diagram represents the functionality of 

other modules that feed into it, such as the PTO, moorings and control modules. 
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Figure 7.4. Structure of the WaveFarmer code. 
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The processing of input data (process_input.m) serves two principal purposes in the current 

implementation of the tool: 

 Create the wave inputs using the waves module (see also Section 4) 

 Define a single WEC in terms of WaveDyn inputs 

If standard spectral shapes are used to create a set of wave components to represent an irregular sea in 

the waves module, the amplitudes may be chosen such that the wave spectrum is exactly recreated in 

the resulting wave record (‘deterministic’ amplitudes). However, the phases of the wave components 

are chosen at random. This does not make a difference to the average power absorption of a system if 

all relationships are linear, since then the principle of superposition holds in relation to the power 

absorption from each wave component. However, when nonlinearities are present, different sets of 

wave components derived from the same spectrum may lead to different performance estimates. 

Hence in order for the evaluations of the objective function from each array solution to be compared 

as fairly as is practical, the wave generation process is performed in advance of the evaluations of the 

objective function.  

The definition of the single WEC characteristics is presently performed by one of two functions 

(single_wavedyn_input_attenuator.m, single_wavedyn_input_PA.m) relating to the FDCs 

(attenuator and point-absorber) under consideration. This process involves the setting of certain 

variables needed for input into WAMIT and WaveDyn. The separation of the single WEC definition 

from the array definition (required in the evaluation of the objective function) allows different types of 

converter to be more easily incorporated at a later date, since then the latter does not need to be 

modified for each WEC type. The two routines used here will eventually be replaced either with one 

that reads in a WaveDyn input file or with one that collects data directly from the user via the user 

interface. 

The objective functions (objective_layout.m, objective_PTO.m) which are called by the 

optimisation functions (optimise_layout.m, optimise_PTO.m) then perform the following steps: 

 Read the single WEC definition and wave inputs 

 Generate WAMIT inputs (layout optimisation only) 

 Run WAMIT (layout optimisation only) 

 Post-process WAMIT output 

 Generate array WaveDyn input file 

 Run WaveDyn 

 Post-process WaveDyn output to produce objective function value 

Note that for PTO optimisation, the generation of inputs for and running of WAMIT is not necessary, 

since the hydrodynamic solution does not change over the optimiser iterations. Instead, in this case, 

the user points to a directory where WAMIT data exists. With the exception of this difference, the two 

evaluations of the objective function proceed in a similar fashion, as is described below.  

WAMIT inputs are generated and run using the function run_wamit.m. The inputs to this function 

include the number of bodies belonging to each WEC, the number of WECs in the array, the 

coordinates of all bodies in the array, the mass matrix of each body, the names of the geometric 

definition files (GDFs) for each body, the water depth, the panel size used to discretise the body 

geometries and the location of the WAMIT executable. Both WAMIT and WaveDyn require a list of 

bodies in the system and so the following ordering convention is used: bodies in the first WEC are 

cycled over first in the order in which they are defined in the single WEC definition, followed by those 

in the second WEC (as defined by the objective function), and so on. Note that coordinates have to be 
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converted between WaveDyn and WAMIT coordinate systems that have their origin on the seabed and 

free-surface, respectively. 

The post-processing of the WAMIT output involves extraction of the following WaveDyn input 

variables from the WAMIT output (see also Section 3): 

 Centre of buoyancy information for each body from the WAMIT .out file 

(CentreBuoyBodyFix) 

 Mass of displaced water for each body from the .out file (MeanDispMass) 

 Added mass at infinity for each body from the WAMIT .1 file (A_infinity) 

 Angular frequencies and wave headings for which data has been calculated (ExciteFreqs, 

ExciteDirs). Note that directions required are 180 degrees offset from WAMIT data and 

Cartesian (rather than nautical) angles are used throughout. 

 Amplitude and phase of excitation force at each frequency (Amp, Phase) from the WAMIT 

.3 file, the latter calculated in the range [-π, π].  

 Hydrostatic stiffness matrices from the WAMIT .hst file, after removal of non-waterplane 

moment and buoyancy terms (HydStaticStiff). 

 Impulse response functions from the added damping matrices in the .1 file, calculated using a 

superposition of cosine functions (IRFData). See WG1 WP1 D1b Equation [3.30] for further 

details. 

The WaveDyn inputs for an array of WECs are formed from by replicating the single WEC inputs for 

each converter in the array, using the following guidelines: 

 Nodes: Each node of the structure in the single WEC definition is replicated N times with a 

new name formed by appending ‘WX_’ to the beginning of the name, where X is the WEC 

number in the array. The ‘ground’ node of a single WEC then becomes several ‘WEC ground’ 

nodes. 

 Nodes: One node is formed as the location of a new ‘global ground’ element. 

 Elements: A new ‘global ground’ element is formed, located at the global WaveDyn origin. 

 Elements: The element representing the ground in a single WEC is not copied into the array 

definition. 

 Elements: New rigid links are formed from the ‘global ground’ node to each ‘WEC ground’ 

node. The location of the distal node is set equal to the WEC location within the array. This is 

constant for PTO optimisation and variable at every function call for layout optimisation. 

 Elements: All other elements of the structure in the single WEC definition are replicated N 

times with a new name formed by appending ‘_WX’ to the end of the original name, where X 

is the WEC number in the array.  

 The following WaveDyn variables are then set in a different way to their equivalents in the 

single WEC definition: 

o PTO damping settings (Damping). These quantities are set to the values specified by 

the PTO optimisation algorithm or to fixed user-specified values for layout 

optimisation. 

o BodyFixedHyOrigin. This is derived from the coordinates of the WEC within the 

array since it represents the WAMIT body fixed inertial frame position (and 

orientation) in relation to the WaveDyn global coordinate frame.  
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o BodyInteractOrder. This needs to correspond with the order that bodies are 

specified in the WAMIT inputs. The same convention for ordering the bodies within 

the system is used here as was used to determine the WAMIT inputs. 

o AddMassInf, IRFData, Amp, Phase. All of these quantities are provided by the 

post-processing of WAMIT data for the array under consideration. 

In the above the term ‘elements’ is used to refer to those entities that in WaveDyn are referred to as 

‘bodies,’ but may not be physical objects. Figure 7.5 illustrates the formation of a WaveDyn structure 

of nodes and elements for an array of two WECs using the definition of a single converter. The bodies 

attached to the nodes are not shown here for clarity. 

 

Figure 7.5. Single WEC and array WaveDyn structures. 

 

The final stage of the evaluation of the objective function is to post-process the WaveDyn output to 

form an objective function value. The following points summarise this process: 
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 WaveDyn output header files (.%XX) whose ‘CONTENT’ entry ends with ‘-PTO’ are 

searched for. These correspond to the outputs from the PTO module. 

 WaveDyn output data files (.$XX) with numbers XX matching those found in the previous 

step are then loaded. The second column of data corresponding to ‘Absorbed Power’ is saved 

before being averaged over the period for which calculation has been specified (disregarding 

the transient period). 

 The total power is calculated as the sum of the contributions from all PTO elements. This is 

then passed on as an objective function value to the optimisation algorithm. 

The procedure outlined here has been implemented in the software and applied to arrays of point-

absorber and attenuator WECs, leading to the results presented in Section 8. 

 

7.4 Layout optimisation: Genetic Algorithm (GA) parameter setting 

The performance of any optimisation routine can depend heavily on the value of certain parameters 

concerned with its operation. For a local optimisation routine these would include the initial values of 

the design variables. For a GA, such as the one employed for the layout optimisation, there is a wider 

range of parameters to consider (including for example, the choice of operators that generate solutions, 

and parameters governing the length of the optimisation). However, no definitive method exists for 

determining their value in the general case since the task reduces to a complex optimisation problem in 

itself.  

One methodology for parameter-setting is to run the optimisation with many different combinations of 

parameters (Child and Venugopal, 2010). Since the GA involves the use of random numbers as part of 

the routine, a favourable value of the objective function following just one run of the algorithm does 

not necessarily mean that the settings are advantageous for other runs of the algorithm with different 

random seeds. Hence a more accurate characterisation of the effectiveness of a certain set of 

parameters requires the algorithm to be run several times so that an average can be taken. This is 

extremely computationally intensive and so here only the parameters that have the biggest effect on 

accuracy are analysed in detail. These consist of the following parameters: 

 Generations. This parameter is analogous to the concept of the number of iterations in a 

standard optimisation routine. From one generation to the next the best current solution may 

improve so a greater number of generations is likely to lead to a better final solution. 

 PopulationSize. Unlike most optimisation routines where there is only one solution per 

iteration, GAs involve a collection of solutions called a population to exist at any one time. 

The greater the size of this population, the greater the size of the search space that the 

algorithm can explore at each iteration, so a larger value of this parameter is likely to lead to 

a better final solution. 

Note that there are (Generations+1)*PopulationSize objective function evaluations that take place in 

the optimisation, so increasing either of these has considerable impact on the computational burden. 

As with most optimisation processes, the greatest improvements in function values occur in the first 

few iterations, after which the improvements become smaller relative to the final solution. Hence there 

is need to identify a suitable compromise between the effectiveness and efficiency of the algorithm, 

leading to suitable stopping criteria. 

Investigations into the effects of the aforementioned parameters were carried out by repeatedly 

optimising a test case with different random seeds. For this purpose, the frequency-domain solver was 

used because of the speed at which it can be executed, although it must be stressed that since it is the 

properties of the optimiser and not the solution that are under investigation, the results are equally 

applicable for optimisation with the time-domain solver in the case considered. The test case involved 

optimising the layout of an array of point-absorbers with the following specification: 
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 WEC type: point-absorber (truncated vertical cylinder of radius 10m and draft 10m) 

 Number of WECs: N=4 

 PTO: heave motion of all buoys subject to a linear damping of 640kNs/m 

 Minimum separation L=60m (3 WEC diameters) 

 Wave climate: unidirectional Bretschneider spectrum with Hm0=4m and Tp=10.2s 

The PopulationSize parameter was changed set to 10, 20 and 50 in different cases and the best value of 

the objective function recorded after each generation up to a maximum of 50. This exercise was 

repeated three times for each case with different random seeds. The progress of the optimisation is 

shown in Figure 7.6 for three values of population sizes. The horizontal axis shows the number of 

generations that have occurred, whilst the vertical axis displays the best objective function value of 

solutions in that generation. Since the optimisation is expressed as a minimisation, the objective 

function (the negative of total array power in W) falls as the number of generations increase. Solid 

lines in the graph are mean values over all trials initiated with different random seeds, whilst dashed 

lines are the maximum and minimum values over the same tests. 
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Figure 7.6. Evolution of the solution using a GA optimisation with different population sizes. 

Solid lines are mean values, dashed lines are minimum and maximum values over the trials. 

 

Figure 7.6 shows that the random search of the first generation achieves an objective function value 

that is of comparable magnitude to the final solution in each case. Therefore the GA has quickly 

identified the area of the design space to be exploited in later generations. Using a greater number of 

generations from this point onwards, the solution never deteriorates, since the best performing “elite” 

individual is automatically passed from one generation to the next. 

A greater population size is likely to give a better final solution in general. However, the mean 

objective function values for PopulationSize=10 are in fact superior to those for PopulationSize=20 in 

later generations here. This is due to the random fluctuations in performance of this algorithm. Note 
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that there is a smaller variation between minimum and maximum values for the case with the largest 

population size, consistent with expectation that the trial of a greater number of solutions should 

provide a more accurate solution.. 

From these results, it is clear that if a value of PopulationSize=10 is taken along with 10 generations, 

the value of the final objective function is only ~2% worse than with PopulationSize=50 over 50 

generations. The former case is also 25 times quicker to run than the latter so may be attractive in 

situations where calculation of the objective function is very computationally expensive. It should be 

noted that different characteristics of the optimisation routine may be revealed by using other physical 

scenarios as the test case. However, since it is not possible to perform this lengthy analysis for all 

cases, some selection of representative scenarios (as performed here) must be made in order to make 

progress. 

 

7.5 Computational efficiency of hydrodynamic solution 

Optimisation of array layout is particularly computationally expensive due to the fact that a new 

hydrodynamic solution must be computed for each evaluation of the objective function. Moreover, this 

issue becomes even more acute as the number of WECs increases. Hence it is vital that computational 

times are minimised where possible. 

Since the boundary element code WAMIT is presently employed to calculate hydrodynamic data, the 

efficiency of the whole process depends heavily on finding an appropriate set of input parameters to 

run this software. Such parameters may be set so that the solution is slow and potentially more 

accurate, fast and potentially inaccurate or a compromise between the two. However, it should be 

remembered that the goal for the optimiser is not necessarily to evaluate solutions accurately; rather it 

is to distinguish effectively between less desirable and more desirable solutions. Hence the aim in the 

investigations contained in this section is to find the parameters that minimise computational times, 

whilst ensuring that the ability of the optimiser to find maxima or minima is not compromised. 

The two parameters that are investigated in this section are: 

1. Panel size 

2. Frequency resolution 

The first of these is an input into the high-order version of WAMIT that controls the size of the mesh 

used to discretise the geometry of the WEC and on which the hydrodynamic solution is computed. The 

velocity potential takes the form of a summation of B-splines, whose combined accuracy depends 

upon the number of sub-divisions (or ‘panels’) in each smooth continuous ‘patch’ of the surface. The 

panels are automatically generated in such a way as to have maximum length approximately equal to 

the panel size parameter in dimensional units. Hence smaller values of the panel size parameter 

correspond to a finer discretisation with a potentially more accurate solution and vice-versa. It should 

be noted that the setting of this value does not guarantee panels to be of at least that size, more that it 

is an indicator of the number of subdivisions to be used. This will be analysed in more detail in 

Section 7.5.1. 

The second parameter listed above is the number of incident wave frequencies at which the 

hydrodynamic solution is to be calculated. Clearly fewer of these mean that computations are quicker, 

although this also corresponds to a less accurate numerical integration of the power output from an 

array over an irregular incident wave spectrum. In fact, there also exists the question of how these 

frequencies or periods should be distributed within a given range. Both of these issues will be 

examined in Section 0.  

Note that the preliminary investigations reported below were performed using the frequency-domain 

equation of motion solver and so similar investigations will be required in the future in order to 

determine the similar quantities in relation to integration with the time-domain solver. However these 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

127 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

preliminary results allow generic findings to be obtained, which are directly applicable to the 

integration of the optimiser module with the spectral-domain solver being developed under WG1 

WP2.  

7.5.1 Panel size 

Since the layout optimisation is governed by a GA which is a stochastic routine, firm conclusions 

about the quality of the objective function solution cannot be drawn simply by comparing the values 

obtained by the final solution from a single run. Hence it is in fact more efficient (and more 

instructive) to test the effects of varying parameters associated with the objective function by 

performing an exhaustive search of some representative solution space.  

In order to further reduce the computational burden, the investigation into the effect of the panel size 

parameter on power output has been conducted using an array of two point-absorbers. The position of 

one WEC was fixed at the origin of the defined coordinate system and the total power calculated from 

the array when the second WEC was placed at grid points surrounding the first. Other variables that 

were kept constant throughout these tests include: 

 WEC geometry: truncated vertical cylinder 

 Radius: a=10m 

 Draft: d-h=2a=20m 

 Mass: neutrally buoyant at rest 

 Bathymetry: flat, water depth: d=4a=40m 

 PTO: heave motion; all PTO damping coefficients set at 640kNs/m (optimum for individual 

WEC in wave climate described below) 

 Wave direction: β=0 (parallel to the positive x-direction) 

 Sea state: Bretschneider (Hm0=4m, Tp=10.2s) 

With reference to the frequency resolution investigations in the next subsection, it should be noted that 

50 angular frequencies equally spaced between ω=0.377rad/s and ω=2.0479rad/s (T=3.1s and 16.7s) 

were used in these calculations. Four different panel size values were tested: 5m, 10m, 20m, 40m and 

80m. Smaller values led to simulations that would not run in a reasonable time frame whilst values 

much larger than the biggest physical dimension of the WEC (=2πr here) will not lead to different 

discretisations of the body surfaces. 

Figure 7.7 shows the total power from the array for different values of the panel size parameter. The 

fixed WEC is shown by a green circle whilst the intensity of the grey scale in the surrounding cells 

represents the total power output in Watts when the second WEC is placed at the centre of that square. 

The array is viewed from above with the incident waves approaching from the left hand side. Blue 

circles mark the points that are local minima (that is to say, locations that have a lower power output 

than neighbouring solutions), whilst red circles denote local maxima.  

The first thing to note is that the plots are symmetric about the x- and y-axes due the equivalence of the 

problem when the entire geometric arrangement is reflected in those lines. There is a pronounced 

variation in total power output when the position of the second WEC is moved throughout the domain, 

confirming that the layout of the array has a significant effect on overall performance. This has been 

shown to be the case for regular wave climates (see, for example, Child and Venugopal, 2010) and to a 

lesser extent for irregular waves (see Cruz et al., 2010). The variation shown here is strong (with a 

range of almost 200kW), although the effect may be diminished for alternative input sea states, which 

may lead to less well defined maxima and minima. 
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It is clear that the total power output values are similar between values of the panel size parameter. 

Hence the accuracy of these simulations is not particularly sensitive to changes in this setting. More 

importantly, however, the locations of the optima are unchanged when the parameter is varied up to a 

value of 40m inclusively. This indicates that the optimisation routine will still be able to identify the 

best and worst solutions if the panel size is increased this figure. However, when the panel size is 

increased further (to 80m), a local maximum appears corresponding to WEC 2 being located at (+/-

180,0)m, which was not present in the more accurate simulations. This indicates that such a value of 

the parameter is not suitable for the purposes of optimisation. Since larger values of the panel size 

parameter lead to vastly decreased computational times, selection of the largest figure such that the 

location of the optima is not affected (40m) is justified for the purposes of optimisation.  

It should be noted that different conclusions may be reached for other WEC geometries, in particular 

for more complex shapes. Nevertheless this preliminary investigation indicates that there is 

considerable potential to explore the use of the panel size parameter to reduce the computational 

burden of explicit methods to determine the hydrodynamic interactions in for an array of WECs. 

Furthermore, this may be possible without seriously compromising the conclusion of the optimisation 

exercise (that is to say, the design associated with the optimisation of the objective function).     
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Figure 7.7. Colour intensity map showing power capture in Watt (see legend) from a two-WEC 

array of point-absorbers with one placed at the origin (green) and the other at surrounding 

points, viewed from above. Incident waves are travelling in the positive x-direction. Red circles - 

local maxima; Blue circles local minima. Panel size indicated above. 
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Figure 7.7. (cont) See caption above. 
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7.5.2 Frequency resolution 

The influence of the frequency resolution in the accuracy of the solution(s) was investigated in the 

same way as for panel size. The exhaustive optimisation was performed on an array of two point-

absorbers (previously described in Section 7.5.1) using different settings for the frequency resolution. 

A panel size of 40m was chosen for these investigations since it has been deemed appropriate for the 

layout objective function in the previous section. 

The frequency resolution tests were carried out using two ways of distributing the frequencies in a 

given range: 

1. Equal angular frequency spacing 

2. Spectral energy-proportional unequal spacing 

The first involves the distribution of angular frequencies at equal intervals within a given range 

(between ω=0.377rad/s and ω=2.0479rad/s or T=3.1s and 16.7s). The second uses an unequal spacing 

that attempts to calculate the largest contributions to the total power output with greater accuracy than 

the smaller ones, based on knowledge of the wave spectrum alone.  

The calculation of total power output of a WEC in a sea-state involves the numerical integration of the 

wave energy spectrum multiplied pointwise by the (array-dependent) auxiliary absorber power auxP  

with respect to frequency: 

 2n auxP P S f df               [7.1] 

Without knowing the machine response, an indication of where large components of the overall power 

will come from may be obtained by integrating the contributions from the incident wave spectrum 

alone. The omnidirectional variance density ( )S f  is given by ( ) /S f E f   , where E is the 

variance of the free-surface elevation. Hence the aforementioned contributions are equivalent to the 

Figure 7.7. (conc.) See caption above. 
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energy contained in each frequency interval used for the numerical integration. One possible method 

for increasing the accuracy in portions of the frequency range that have a large contribution to overall 

power is to ensure that the frequencies are distributed such that the spectrum contains an equal amount 

of energy in each resulting frequency interval. 

To ensure that the most important part of the spectrum is captured well, the frequency at the peak of 

the wave energy spectrum is selected first. The spectrum is then divided up into intervals containing 

an equal amount of energy, starting at the peak frequency. The end points of the given interval are also 

selected, as shown by the vertical lines in Figure 7.8. Thus the parts of the spectrum with most energy, 

that more are likely to contribute most to the total power output (depending on the WEC response), 

have the densest distribution of frequencies and thus give rise to potentially more accurate results.  

Both methods for distributing frequencies were applied with an increasing number of frequencies in 

the given range to the exhaustive optimisation problem defined in the previous sub-section. 

Representative results are given in Figure 7.9 and Figure 7.10 for different numbers of equally and 

unequally spaced frequencies respectively. The grey scales in these plots are aligned with each other 

for easy comparison between the different cases. 

 

 

Figure 7.8. Illustration of spectral energy-proportional unequal spacing. Blue curve: Wave energy 

spectrum, vertical red lines: end points of frequency range for calculations, dashed red curve: 

wave energy spectrum in the given range, vertical green lines: frequencies selected. 
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Figure 7.9. Colour intensity map showing power capture in Watt (see legend) from a two-WEC 

array of point-absorbers with one placed at the origin (green) and the other at surrounding 

points, viewed from above. Incident waves are travelling in the positive x-direction. Red circles - 

local maxima; Blue circles local minima. Number of equally spaced periods indicated above.  
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Figure 7.9. (conc.) See caption above. 
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Figure 7.10. Colour intensity map showing power capture in Watt (see legend) from a two-WEC 

array of point-absorbers with one placed at the origin (green) and the other at surrounding 

points, viewed from above. Incident waves are travelling in the positive x-direction. Red circles - 

local maxima; Blue circles local minima. Number of unequally spaced periods indicated above.  
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It can be seen from the previous plots that both the equal and unequal spacing regimes lead to a 

sufficiently detailed description of the solution space (corresponding to the smaller panel sizes in 

Figure 7.7) if the number of frequencies is set large enough. Conversely, the nature of the solution is 

 

Figure 7.10.  (conc.) See caption above. 
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completely destroyed if the number of frequencies is reduced beyond a minimum threshold (as it is for 

the six frequency case). However, there are differences between the two methods for an intermediate 

number of frequencies: whereas reducing the number of frequencies from 48 to 24 in the unequally 

spaced scheme changes the location of some of the maxima and minima, no such effect is true for 

unequally spaced frequencies. 

The capacity for the unequally spaced scheme to capture the required effects for fewer frequencies is 

demonstrated further by examining the value of the objective function (maximisation of the total array 

power) at the largest local maximum in the exhaustive searches (four WEC diameters in the cross-

wave direction from the first WEC, having Cartesian coordinates (0,+/-80m)). Figure 7.11 shows the 

total power for the array plotted against the inverse of the number of periods. The blue line denotes the 

value of the objective function close to the ideal case of an infinite number of frequencies. 

 

Figure 7.11. Convergence of solution for an increasing number of periods. Array configuration 

corresponds to local maximum in power output (WEC 1 at origin and WEC 2 at x =0m, y=80m). 

Blue line corresponds to an extrapolated value associated with an infinite number of frequencies. 

As Figure 7.11 illustrates, and as typical of all such calculations, both regimes of frequency spacing 

lead to convergence for large numbers of frequencies. However, it is clear that for more moderate 

values of this parameter, the unequal spacing gets closer to the converged figure and stays closer as the 

number of frequencies is increased. Hence fewer frequencies are required to reach the same level of 

accuracy of the objective function using unequal spacing. In addition to the findings in Section 4, the 

results of this preliminary investigation may be used when devising default settings for the optimiser, 

although further studies are necessary to understand the influence of WEC specific characteristics on 

the above conclusions.    

 

7.6 PTO optimisation: algorithm selection 

In this section the suitability of a local optimisation routine to the problem of PTO coefficient 

optimisation is examined. To do this, several procedures were tested on the same problem and the 
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results compared. The optimisation of the PTO damping coefficients for an array of point-absorbers 

was considered, for fixed layouts with the following properties: 

 WEC geometry: truncated vertical cylinder 

 Radius: a=10m 

 Draft: d-h=2a=20m 

 Mass: neutrally buoyant at rest 

 Bathymetry: flat, water depth: d=4a=40m 

 Number of WECs: N=4, 10 

 Array configuration: square with spacing 4a (N=4) and an extension of this to two rows of five 

WECs (N=10) 

 Wave direction: β=5π/4 (approaching along the diagonal of the square grid) 

 Sea state: Bretschneider (Hm0=4m, Tp=10.2s) 

 Constraints on PTO: min=0, max=1000kNs/m 

In order to obtain an indication of whether the number of variables affects the performance of each 

algorithm differently, two sizes of array were considered, consisting of four and ten WECs. The 

formation of ten WECs replicated the square formation of four WECs by adding further converters to 

that configuration at equal spacings to form two lines of five WECs.  

The frequency-domain equation of motion solver was used for these tests due to its favourable 

computational efficiency, although the time-domain counterpart might have been chosen, since the 

results of the two simulations should match under the linear conditions used here. The optimisations 

were performed using the Optimization (version 5.1) and Global Optimization (version 3.1) MATLAB 

Toolboxes. Note that these tools have been upgraded since the Frequency-Domain Implementation 

Report (WG1 WP1 D2) was written, and hence the algorithms may not be the same as those 

previously described. 

Firstly, local optimisations were conducted for a range of initial points in the PTO coefficients, using 

the default (‘active-set’) local optimisation algorithm from the toolbox. Three different cases were 

considered here, with all coefficients within an array being set in an identical fashion with the 

following values: 

 640kNs/m (equal to the optimum for an individual WEC in the same wave climate) 

 320kNs/m (one half the optimum for a single WEC) 

 940kNs/m (one and one half times the optimum for a single WEC) 

The initial point was then set such that all PTOs have a coefficient equal to the optimum for individual 

WEC in the wave climate (640kNs/m) and the local optimisation algorithm changed to the following 

routines: 

 Active-set 

 Interior-point 

Finally a genetic algorithm (global optimisation) was applied to the same PTO optimisation problem, 

using the following parameter settings in addition to the default values provided with the tool: 

 Generations=50 

 PopulationSize=20 



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

139 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

In the case of the GA, three executions of the algorithm were carried out using different random seeds, 

but otherwise with exactly the same settings as one another. 

The results of these optimisations are shown in Table 7.1 and Table 7.2 for arrays of four and ten 

WECs respectively. For each optimisation, the values of the design variables for the final solution are 

given, along with the associated objective function value and the number of function evaluations 

required in total. 

 

Table 7.1. PTO optimisation results for a 4 WEC array using different algorithms. 

Algorithm Initialisation PTO coefficients [kNs/m] 

Array 

power 

[kW] 

Function 

evaluations 

Active-set 320 kNs/m 744  664  835  743 1570 235 

Active-set 640 kNs/m 744  664  835  743 1570 230 

Active-set 960 kNs/m 744  664  835  743 1570 241 

Interior point 640 kNs/m 744  664  835  743 1570 366 

GA Seed 1 707  605  951  712 1568 1020 

GA Seed 2 924  694  537  602 1555 1020 

GA Seed 3 635  527  718  798 1563 1020 

 

Table 7.2. PTO optimisation results for a 10 WEC array using different algorithms. 

Algorithm Initialisation PTO coefficients [kNs/m] 

Array 

power 

[kW] 

Function 

evaluations 

Active-set 320 kNs/m 
820   880   925  1000  1000   

870  1000   724   997 
3461 1001 

Active-set 640 kNs/m 
817   877   924  1000  1000   

868  1000   733  1000 
3461 1001 

Active-set 960 kNs/m 
817   878   923  1000  1000   

866  1000   733  1000 
3461 1008 

Interior point 640 kNs/m 
816   878   918  1000  1000   

866  1000   735  1000 
3461 1682 

GA Seed 1 
572  441  567  719  400  612  

657  627  694  734 
3325 1020 

GA Seed 2 
965  512  168  586  491  709  

694  392  431 
3237 1020 

GA Seed 3 
674  485  588  560  540  551  

434  841  618  561 
3317 1020 

 

Many of the final coefficients are significantly different to the isolated WEC optimal values. In 

particular, for ten WECs, some of the design variables reach the upper bounds of the constraints 

(1000kNs/m).  

The results here confirm previous experience with optimising the PTO coefficients in an array of 

similar point-absorbers that the choice of initial point does not seem to have a significant effect on the 

final solution. Furthermore, initial points that are much larger or smaller than the optimised values do 

not seem to adversely effect the computation time as measured by the number of function evaluations 

to a great extent. This confirms that the solution space (at least for the examples studied here) is not 
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multi-modal and so the use of local optimisation is appropriate. However it should be noted that if the 

solution space is non-smooth (such as may well be the case for more complex PTO arrangements), 

local derivative-based optimisation algorithms may break down. This limitation does not apply to the 

GA. 

Many more function evaluations are needed for the local optimisation algorithm applied to the larger 

array than the smaller one. Moreover, this increase is not linear with the number of elements in the 

array. In fact, the active-set optimisation for simulations with ten WECs terminate prematurely 

because default maximum number of function evaluations has been exceeded. Hence it is not practical 

to apply these local optimisation algorithms to medium to large sized arrays. The function evaluations 

themselves typically also take longer to compute. This is certainly the case where WaveDyn is used as 

the solver and so local optimisation algorithms should be used with caution here. 

For the GA, no well-defined stopping criteria other than the pre-defined number of function 

evaluations are applied. Hence this number is comparable with the other routines in the results above. 

However, the analysis in Section 7.4 has indicated that the GA applied here is effective at exploration 

of the entire solution space, so a smaller number of function evaluations may well produce reasonable 

results. The disadvantage of the GA is that the ‘exploitation’ of a particular part of the solution space 

may be slow, as evidenced in the slight differences in the values of design variables between the local 

and global routines here.  

On balance, it is judged that for the current implementation where the objective function may be very 

expensive to compute, the GA is the most appropriate optimisation algorithm for PTO optimisation. 

Therefore the PTO optimisation case studies described in Section 8 are computed with this routine. 

 

7.7 Hydrodynamic interaction estimation: scenario 2A 

The implementation of a technique to estimate the hydrodynamic interactions between WECs within 

the farm tool is planned for the Beta 2 release under Scenario 2A (see Section 7.2.2). Such a technique 

would eliminate the need for third-party flow solvers to be used whilst the farm tool is in operation, 

although their use will still be required in advance of farm computations (for explicit characterisation 

of single WECs). In this section, a review is presented of the literature relating to the principal 

interaction methods that have been applied in this field, along with some suggested alternative 

methods. These all relate to linear wave theory and, in that sense, are compatible both with frequency-

domain flow solvers and the time-domain tool WaveDyn. 

Further investigations will be carried out into the methods detailed here alongside the development of 

the Beta 2 tool. Note, however, that if the spectral-domain solver being developed in WG1 WP2 

proves to be able to adequately represent array behaviour, then the estimation of hydrodynamic 

interactions between WECs may be performed within that module. 

 

The Point-absorber method 

One of the first approximations to the hydrodynamic interaction between WECs was made by Budal 

(1977), who investigated array effects in the context of a collection of point-absorbers. In this work, an 

assertion was made that became known as the ‘point-absorber approximation;’ that the diameter of the 

WECs is small in comparison to the distance between them. Hence the wave field radiated by the 

motion of each WEC may be calculated without reference to the diffraction effect of other elements in 

the array. Evans (1979, 1980) later provided a condition on the body velocity amplitudes that ensures 

optimal power absorption. This is in fact a natural extension of the equivalent single WEC condition 

and was arrived at independently by Falnes (1980). A consequence of this, however, is that arbitrary 

PTO coefficients may not be considered. 
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Point-absorber theory was recently used as the basis for an optimisation of array layout in regular 

waves (Fitzgerald, 2006; Fitzgerald and Thomas, 2007). Folley and Whittaker (2009) have also used 

this approximation to analyse one of the arrays presented by Fitzgerald and Thomas (2007) and, 

separately, to optimise the position of WECs in irregular waves.  

It should be noted that the point-absorber approximation, although faster than most of the other 

methods described in this section, is not applicable to larger WECs where scattering effects may be 

important. This limitation means that the technique is unlikely to meet the needs of the generic wave 

farm tool under development. 

 

The Plane Wave method 

The diffraction of an electromagnetic wave field by several cylinders was the focus of research that 

culminated in the invention of a direct matrix method by Zaviska (1913). This was subsequently used 

by Spring and Monkmeyer (1974) to deal with diffraction of water waves with multiple bodies. The 

technique uses the body boundary conditions to simultaneously determine the unknown scattered wave 

amplitudes.  

Simon (1982) adopted a direct matrix approach to analyse wave energy WECs but approximated the 

diverging wave from one WEC as a plane wave upon reaching other WECs in the array. The resulting 

‘plane wave’ method requires that the spacing between elements (non-dimensionalised using the 

incident wave number) is large. McIver and Evans (1984) and McIver (1984) later added a ‘first 

correction’ term to the expression of the plane wave and derived significantly improved accuracy of 

results with little extra effort.  

In recent years, the Plane Wave method has not been pursued in terms of academic research, perhaps 

because it has been largely superseded by the Direct Matrix (see further details below) that is capable 

of accounting for the same phenomena in a more accurate manner. 

  

The Multiple Scattering method 

Twersky (1952) discovered an alternative way of solving the multi-body diffraction problem in the 

field of acoustics by considering the interactions to be a series of consecutive scattering events. 

Intuitively, contact with each body reduces the amplitude of the resulting wave and so a solution is 

reached by the convergence of an iterated sequence. This ‘multiple scattering’ technique was applied 

to water waves by Ohkusu (1972, 1974) in the study of offshore mobile platforms with multiple 

supporting bodies. 

Work on the multiple scattering method continued with Mavrakos and Koumoutsakos (1987) and 

Mavrakos (1991), in whose articles the scattering and radiation problems were solved respectively. An 

application of this theory to wave energy converters was made by Mavrakos and Kalofonos (1997) 

with several WEC and array geometries being assessed.  

A comparison of the multiple scattering, plane wave and point-absorber methods has been carried out 

by McIver et al. (1996a,b) and Mavrakos and McIver (1997) in the context of wave power. They 

measured the accuracy of the latter two techniques against that of the former, ‘exact’ method. In 

general, the plane wave method was found to break down in long waves but perform well in the high 

frequency range, whilst for the point-absorber approximation the converse was seen to be true. The 

multiple scattering technique has, however, itself been criticised. Linton and McIver (2001) state that 

the multiple scattering method ‘rapidly becomes unmanageable as the number of scatterers increases.’  
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The Direct Matrix method 

Kagemoto and Yue (1986) combined the physical concepts associated with the multiple scattering 

approach and a direct formulation to form what is often referred to as the ‘direct matrix’ method. This 

technique is in principle exact within the context of linear wave theory, subject to the truncation of an 

infinite summation. The scattering characteristics of each individual body under incident progressive 

and evanescent waves are encapsulated in the diffraction transfer matrix, which allows the unknown 

wave amplitudes to be solved for simultaneously. The method requires only that the horizontal 

projections of interacting bodies do not overlap and that a circumscribed vertical cylinder around each 

body centred on its imaginary origin does not contain the origin of any other body.  

Following its formulation, the theory of Kagemoto and Yue (1986) has been widely applied, especially 

in the field of very large floating structures (VLFSs). These were the subject of a study by the same 

authors (Kagemoto and Yue, 1993) who incorporated the radiation problem from the motion of the 

bodies. This theory has been applied in the wave energy field by Child and Venugopal (2007) and by 

Siddorn and Eatock Taylor (2008). Modifications to the fundamental procedure have also been made 

in order to efficiently apply the method to a much greater number (~5000) of bodies in the context of a 

VLFS (Kashiwagi, 2000). Such variations on the method may be of use when calculating interactions 

in the case of a very large array of WECs.  

Employing this method for determining the interactions between WECs instead of using a boundary 

element method to solve the whole problem may lead to savings in computational time. However, it 

should be noted that the convergence of the solution series is slower for larger water depths (Child, 

2010). The main task in integrating this method with a boundary element solution would be in 

calculating the diffraction transfer matrix and radiation characteristics using the latter. 

 

Other methods   

For periodic arrays of bodies, Linton and Evans (1992, 1993) used the ‘multipole’ method to solve the 

hydrodynamic problem. This involves the superposition of singular solutions to the governing 

equations and choosing their coefficients so as to satisfy the body boundary conditions. The technique 

was applied to an infinite array of ‘Bristol cylinder’ wave energy converters by McIver and McIver 

(1995). Since then, Justino and Falcao (2002) have used the multipole expansion method on small 

arrays of spherical WECs.  

The phenomenon of Bragg resonance was studied by Li and Mei (2007) in the context of a periodic 

array of circular cylinders. In that work, certain approximations were made based on the assumptions 

that the incident wavelength is comparable to the spacing between bodies and that the cylinders 

themselves are much smaller than this length. The same approach has recently been applied to an array 

of floating wave energy converters by Garnaud and Mei (2010). 

 

Possible new alternative methods 

In addition to the more rigorous interaction techniques described above, there may be other more 

heuristic methods that are capable of discerning good from bad solutions in the optimisation. One such 

method could involve the calculation of the q-factor (power multiplying effect of the farm) from a 

two-WEC array in an exhaustive search of grid points surrounding one of the WECs. This information 

could then be used to estimate the enhancement or otherwise in power absorption from every pair of 

WECs within a larger array.  

Alternatively, the radiation and diffraction pattern surrounding a single WEC could be calculated in 

advance of array computations. Then for each WEC in an array, the wave field incident to it could be 

approximated by superposing the radiated and scattered wave fields from all other WECs in the array, 

assuming single WEC behaviour. Finally the single WEC behaviour could be used to determine the 
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response of that converter, given its modified incident wave field. This is similar to the first iteration 

in a ‘multiple scattering’ procedure. 
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8 CASE STUDIES 

In this section preliminary results associated with the time-domain functionality of both the loads 

calculations and the wave farm design tools are presented. The cases described here build on the 

results presented in WG1 WP1 D2 that were generated using the frequency-domain tools. In Section 

8.1, case studies relating to the analysis of a single WEC are presented, using the time-domain solver 

WaveDyn. Section 8.2 contains details of optimisation scenarios that have been approached with the 

farm tool (WaveFarmer).  

 

8.1 Time-domain solver (WaveDyn) 

To investigate the time-domain response of a generic WEC to different input conditions and external 

constraints, a WaveDyn model of a heaving point-absorber was created. This consists of truncated 

vertical cylinder floating in water of finite constant depth. The connection to the seabed is modelled by 

a rigid link. Between the link and the body is a sliding joint which allows motion only in the heave 

direction, from which the PTO applies a force. Table 8.1 outlines the geometrical properties of the 

WEC, along with details regarding the wave input and PTO settings. The numerical mesh used to 

discretise the WEC wetted profile is illustrated in Figure 8.1 (note that the same mesh was used in the 

point-absorber array simulations described in Section 8.2). This was used in WAMIT to obtain the 

hydrodynamic properties of the WEC (excitation force, added-mass at infinity and radiation damping) 

following a high-order panel method formulation (curved panels used to discretise both the geometry 

and the velocity potential). A multi-body representation of the FDCs modelled in WaveDyn is given in 

Figure 8.2.  
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Figure 8.1. Point-absorber geometry. 
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Figure 8.2.  A multi-body representation of each FDC: 

point-absorber – top; attenuator – bottom. 
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Property Value 

Wave direction β=0 

Wave climate Regular waves (A=1m; ω=0.7rad/s) 

Irregular waves (Bretschneider; Hs=4m; Tp=10.2s) 

WEC geometry Point-absorber: Truncated vertical cylinder, radius a=10m, draft d-h=2a=20m 

Mass Neutrally buoyant at rest; mass uniformly distributed 

PTO Absolute heave motion.  

Linear damping with coefficient 2MNs/m; Quadratic damping with quadratic 

coefficient 6MNs/m. 

Control Passive (constant PTO settings) 

Motion Heave 

Bathymetry Flat, water depth: d=4a=40m 

Table 8.1. Single WEC Case Study. 

 

The simulations firstly addressed the response of the WEC to a regular wave while applying two 

different PTO profiles: a linear and a quadratic characteristic with regard to heave velocity. The PTO 

damping coefficients were selected to ensure that despite the significant difference in the PTO profiles 

(see Figure 8.3), the heave response was similar (see Figure 8.4). The results were obtained using a 

fixed time step of 0.1s for 200s and 1125s simulations (regular and irregular waves, respectively), and 

used a wave ramp up period of 20s. The use of such ramp up approach allows faster convergence to 

steady state conditions. In Figure 8.4 only a few wave periods are represented, but it is clear that the 

heave response is similar irrespective of the PTO profile that is used. 
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Figure 8.3. Applied PTO profile (in WaveDyn): linear (top) and quadratic (bottom). 
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Figure 8.4. WEC motion (heave) when subject to linear and quadratic PTO profiles (regular 

waves results). 

In Figure 8.5 the absorbed power for the regular wave case presented in Figure 8.4 is given. Despite 

the similarities in the overall heave motion, the influence of the PTO profile is clear in the absorbed 

power time history, which demonstrates the importance that nonlinearities of the PTO characteristics 

may have in the power absorption estimates. Furthermore, a time-domain approach is the only 

formulation that allows nonlinearities in the applied forces to be modelled explicitly, which may prove 

further important if these have a discontinuous nature. Current developments include addressing the 

creation of PTO template, which will allow the modelling of specific PTO systems (e.g. hydraulics) in 

more detail.  
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Figure 8.5. Absorbed power when subject to linear and quadratic PTO profiles (regular waves 

results). 

 

To conclude the loads calculation exercise, the same linear PTO profile was then applied to estimate 

the WEC response to an irregular wave, as defined in Table 8.1. Figure 8.6 presents the global heave 
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response and the instantaneously absorbed power as a function of time. As anticipated, in this simple 

example the peak responses are associated with peaks in the power absorption (note that a passive 

control approach was selected). Relevant statistics such as averaged absorbed power can be obtained 

from the corresponding time-histories: for example in this case the average absorbed power is 331kW, 

and the peak to mean power ratio is 10.4. The statistical processing of the responses will be used to 

develop additions to WaveDyn core functionalities. These may include specific modules to address 

aspects of component design, such as fatigue calculation using cycle counting algorithms. 

G
lo

b
a
l 
H

e
a
v
e
  

[m
]

Time [s]

37.5

38.0

38.5

39.0

39.5

40.0

40.5

41.0

41.5

42.0

42.5

0 200 400 600 800 1000 1200

 

A
b
s
o
rb

e
d
 P

o
w

e
r 

 [
k
W

]

Time [s]

0

500

1000

1500

2000

2500

3000

3500

0 200 400 600 800 1000 1200

 

Figure 8.6. Global heave (top) and absorbed power (bottom) for a sample irregular wave input. 

 

8.2 WEC array design tool (WaveFarmer) 

Before applying the WaveFarmer tool to a number of case studies involving several converters, the 

models used to represent the individual WECs used will be briefly described. The first type of WEC to 
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be examined is the point-absorber analysed in Section 8.1. A PTO force which is a linear function of 

absolute velocity (with coefficient 640kNs/m) was applied in the layout optimisation cases described 

below,   

The second type of WEC to be considered in this study is a generic attenuator. The model used 

consists of five articulated horizontal floating cylinders, with two short sections fitted between three 

long ones (see Figure 8.2 and Figure 8.7). The WEC is aligned head-on to the waves with body 1 able 

to move in the pitch and yaw directions relative to a fixed point at its front end. The remaining 

sections of the WEC may only move in the pitch mode relative to neighbouring sections. These four 

modes are those from which power is converted via PTO forces which are identical linear functions of 

relative pitch velocity. This arrangement is summarised in Table 8.2. 

 

Property Value 

WEC geometry 5 horizontal cylindrical sections, diameter 3.50m, draft 1.75m. 3 long sections 

of length 30m, 2 short sections of length 5m between long sections, separated 

by a clearance of 0.35m. 

Mass Neutrally buoyant at rest. Centre of mass at still water level. 

Motion Relative pitch between adjacent cylinders. Body 1 may pitch and yaw relative 

to fixed end point. 

PTO Relative pitch motion between each cylindrical section (4 in total). All linear 

damping with coefficient 1MNms/rad. 

Table 8.2. Attenuator definition. 

 

Figure 8.7. Attenuator geometry. 

 

The case studies used to demonstrate the functionality of the wave farm tool are now described. The 

wave climate for each of the case studies was formed from a Bretschneider spectrum of peak period 

(Tp) 10.2s and significant wave height (Hs) 4m. For the time-domain calculations a 15 minute wave 

record was simulated, over which results were computed. The waves module includes an option to 
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generate the amplitudes of the component waves deterministically rather than randomly. The former 

option was used here so that the spectrum could be recreated accurately without excessive 

computation. However, it should be noted that the phases of wave components are still set randomly in 

the simulation, so that there may be variability in the results using different instances of the wave 

record generated from the same spectrum. Hence the same record was used in each call to the 

objective function. WaveDyn computations were initiated with all bodies at rest in their mean 

positions, after which an initial period of 225s was simulated to cover transient behaviour. Following 

this, results were derived from 15 minutes of simulated motion, using a fixed time step of 0.1s.  

The optimisation of layout using both frequency and time-domain calculations of the objective 

function requires that the coordinates of WECs are input into both the external hydrodynamics 

package and the equation of motion solver. This uses a global coordinate system with the seabed 

forming the x-y plane and the positive x-direction aligned with the wave heading angle β=0. The 

objective in the all the examples in this section is to maximise power in the given sea-state, unless 

otherwise stated. 

The first case study relates to the optimisation of PTO coefficients in an array of four point-absorbers 

using the time-domain solver, as summarised in Table 8.3. The configuration used for this purpose is 

the square arrangement shown in Figure 8.8, where each converter is separated by a centre-to-centre 

distance of four body radii. In the case of PTO optimisation, the hydrodynamic data only need be 

calculated once in advance of the optimisation. The PTO damping coefficients are constrained to lie 

between minimum and maximum values. 

 

Property Value 

Wave direction β=5π/4 

Wave climate Unidirectional Bretschneider spectrum (Hm0=4m, Tp=10.2s) 

Bathymetry Flat, water depth: d=40m 

WEC type Point-absorber 

Number of WECs 4 

Layout Square, separation: L=4a=40m 

PTO Design variables 

Constraints 0≤Bpto≤1000 kNs/m 

Simulation Time-domain 

Table 8.3. Array Case Study 1: PTO optimisation on an array of four point-absorbers. 
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Figure 8.8. Array Case Study 1: Array geometry used for PTO optimisation. 

 

Case study 2 (Table 8.4) involves the layout optimisation of an array of ten point-absorbers using the 

frequency-domain solver. Here a larger number of WECs is considered, representative of arrays that 

may be commercially deployed in the medium term. Constraints are applied regarding the minimum 

and maximum centre-to-centre separation of WECs to avoid collisions / allow access and prevent 

unfeasibly large arrangements respectively. In addition to this, the number of rows and columns in the 

regular grid arrangement previously defined (Section 7.2.1) are limited. This constitutes a first 

representation of a constraint on the maximum dimensions of the array. Two sub-cases are defined for 

this optimisation problem: maximisation and minimisation of total power output. The latter case is 

analysed here in order to show the consequences of arranging WECs in the worst configuration. 

 

Property Value 

Wave direction β=0 

Wave climate Unidirectional Bretschneider spectrum (Hm0=4m, Tp=10.2s) 

Bathymetry Flat, water depth: d=40m 

WEC type Point-absorber 

Number of WECs 10 

Layout Design variables 

PTO All 640kNs/m 

Constraints Regular grid layout, Min (centre-to-centre) separation = 3 diameters = 60m, 

Max separation = 10 diameters = 200m, Min rows/columns=2, Max 

rows/columns = N-1 

Simulation Frequency-domain 

Objective a) Maximise array power 

b) Minimise array power 

Table 8.4. Array Case Studies 2a & 2b: Layout optimisation on an array of ten point-absorbers. 
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The final case study (Table 8.5) considers the layout optimisation of an array of two attenuators. In 

this case the WECs are all aligned with the incident wave direction but the constraints are designed 

such that collision would be avoided if two adjacent WECs were to yaw such that their tail ends were 

facing each other.  

 

Property Value 

Wave direction β=π 

Wave climate Unidirectional Bretschneider spectrum (Hm0=4m, Tp=10.2s) 

Bathymetry 40m 

WEC type Attenuator 

Number of WECs 2 

Layout Design variables 

PTO All 1MNms/rad 

Constraints Regular grid layout, Min (nose-to-nose) separation = 2 lengths, Max 

separation = 20 lengths 

Simulation Time-domain 

Table 8.5. Array Case Study 3: Layout optimisation on an array of two attenuators. 

 

The values of the objective function (the Q-factor, as previously defined) relating to the final solution 

of each optimisation are contained in Table 8.6. Further analysis is provided in the following sub-

sections. 

 

Optimisation Q 

1. PTO, 4 point-absorbers, TD 1.030 

2a. Layout max, 10 point-absorbers, FD 1.046 

2b. Layout min, 10 point-absorbers, FD 0.723 

3. Layout, 2 attenuators, TD 1.023 

Table 8.6. Optimisation results for each array case study. 

 

8.2.1 Array Case Study 1 

The PTO optimisation case study has produced a set-up that is produces 3.0% more power in the given 

sea-state than the same number of WECs in isolation. The final PTO coefficients, normalised by the 

optimal value for a single WEC are 1.0420, 0.9585, 1.2007 and 0.9986 for WECs 1 to 4 respectively. 

Note that the values for WECs 1 and 4 are similar due to the symmetry of the array at this wave 

heading. This shows that the optimal coefficients in some cases need to be over 20% different to the 

value that would be used in isolation. 
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8.2.2 Array Case Studies 2a and 2b 

The configurations produced by layout optimisation using the frequency-domain solver are shown in 

Figure 8.9 and Figure 8.10 for maximisation and minimisation of total absorbed power respectively. 

 

Figure 8.9. Optimal layout for ten point-absorbers where the total power has been maximised 

(waves approaching from left hand side). 

 

Figure 8.10. Optimal layout for ten point-absorbers where the total power has been minimised 

(waves approaching from left hand side). 

Figure 8.11 and Figure 8.12 show the variation of power output from each WEC in the array with 

frequency (for the input sea state), divided by the maximum value obtained from an isolated converter.  
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Figure 8.11. Normalised power output as a function of incident wave period from an array of ten 

point-absorbers whose layout has been optimised for maximum total power production. 
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Figure 8.12. Normalised power output as a function of incident wave period from an array of ten 

point-absorbers whose layout has been optimised for minimum total power production. 

 

 

The arrangement that maximises the power output can be seen to extend significantly in the cross-

wave direction with the down-wave row of WECs slightly offset from the up-wave one. Thus none of 

the WECs are completely in the lee of another. The lines are not, however, exactly perpendicular to 
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the incoming wave direction, indicating that either more improvement is possible or that beneficial 

interactions occur at this angle under the simulation inputs and constraints. 

The constraints on the arrangement have ensured that a single very long line of WECs has not been 

produced. It should be noted, however, that realistic constraints are in fact likely to be even more 

complicated to express in the given design variables than those shown here. 

The most valuable contributions to total power absorption come from the part of the period range 

where the WEC response and the wave energy spectrum exhibit their peak (at about 10s). Hence, 

although the curves associated with power from each converter in the array oscillate above and below 

that of an isolated converter, the optimisation process has ensured that most of the converters exhibit a 

large gain around the 10s period in Figure 8.11.  

The case study associated with the minimisation of the power absorption (Figure 8.10) has led to an 

arrangement that extends significantly in the down-wave direction without lying parallel to the 

oncoming wave direction. Similar configurations have been shown in Child and Venugopal (2010) to 

lead to increased shadowing, where the presence of up-wave WECs prevents their down-wave 

counterparts from receiving and thus absorbing as much energy. 

The variation of power with frequency shows that all converters now behave worse than an isolated 

WEC around the 10s period. There is, however, a great variation in the performance between 

converters. 

Since the Q-factors for the maximal and minimal arrangements are 1.046 and 0.723 (respectively), the 

possible difference in power absorption by ten WEC arrays as a proportion of the same WECs in 

isolation is at least 45%. Thus even with constraints on the layout, there is a significant difference 

between maximum and minimum arrangements. Such strong modifications in power absorption have 

been shown in regular waves (Child and Venugopal, 2010), however the results presented here extend 

the findings to irregular waves. 

 

8.2.3 Array Case Study 3 

The configuration of attenuators resulting from layout optimisation is shown in Figure 8.13, where 

waves are incident from the positive x-direction.  

The arrangement here consists of the two WECs spaced far apart in the down-wave direction. Such a 

large separation between adjacent converters may not be practical in a realistic setting, showing the 

need to apply stricter constraints and penalties to the optimisation algorithm in further investigations. 

The two WECs are also a large distance apart in the cross-wave direction, minimising shadowing. 

As for the point-absorber case, the Q-factor here (1.023) shows an increase in performance relative to 

the same number of isolated WECs. Note, however, that it may be that in some situations, the optimal 

Q-factor is less than one. This would indicate that the mitigation of destructive interference might be 

the most realistic objective in some array optimisation scenarios. The creation of a tool that accurately 

quantifies the energy yield from an array is equally relevant in such situations (when compared with 

scenarios of maximisation of constructive effects).  
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Figure 8.13. Optimised array layout for an array of two attenuators (waves approaching from 

right hand side). 
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9 SUMMARY OF KEY FEATURES AND POTENTIAL EXTENSIONS 

The final section of this report compiles a list of the key findings which can be derived from the 

implementation to-date and compared with the original WG1 WP1 D3 targets. It also presents a series 

of next steps which will be pursued when further expanding the time-domain functionality. However it 

should be noted that the current time-domain implementation ensures that the core functionalities 

originally listed in WG0 D1 for the first Beta version are now available.  

 

9.1 Key implemented functionalities: summary to date 

The present report describes the current implementation status of the WEC numerical modelling 

software being developed by GH under the PerAWaT project. The report builds on previous 

deliverables, namely the methodology report (WG1 WP1 D1B) and the frequency-domain 

implementation report (WG1 WP1 D2), and details the core aspects and key functionalities of the 

developed code, with particular emphasis to the performance variables related to time-domain 

simulations. 

In this report the capabilities of the baseline software in a time-domain formulation are presented. 

These were implemented following the ‘Next steps’ guidelines presented in previous PerAWaT 

deliverables. Using the frequency-domain implementation report (WG1 WP1 D2) as a starting point, 

this report begins by presenting background information regarding the GH multi-body code (Bladed) 

which is used as the kernel unit to describe the dynamics of the WECs. Under PerAWaT GH has 

developed a series of software routines that plug into the Bladed code, to allow the definition of a wide 

range of WECs. This new package (code named WaveDyn) can be considered a loads calculation tool 

which allows the reduction of the uncertainty in the estimation of the relevant (single WEC) 

performance variables and the definition of the parameterisation of the WEC behaviour in order to use 

this in the optimiser module (code named WaveFarmer).  

Although the core structure is shared between the frequency- and time-domain formulations, and thus 

was originally presented in WG1 WP1 D2, it is important to recall the baseline structure. The modules 

originally envisaged for the WaveFarmer code structure in the Methodology Report (WG1 WP1 D1B, 

Section 1) are now covered in the WaveDyn multi-body modelling approach, namely the ‘FD’, ‘TD’, 

‘Basic Controller’, ‘External forces code’ and the ‘Wave data loader’. The ‘Basic Controller’ and 

‘External forces code’ blocks operate as the series of parallel multi-body Calculation Modules, whilst 

the FD and TD blocks are represented in the higher level WVStructure co-ordinating code. The wave 

data loader is one of the I/O routines in the Hydrodynamics Calculation Module. It is envisaged 

(although not implemented at this stage) that the Calculation Modules may be developed to give the 

user the option of replacing the core functionality of each with a DLL interface. WaveFarmer as a 

software package now refers purely to the array design code (and includes the Optimiser and Mapping 

blocks shown in WG1 WP1 D1B). WaveFarmer’s ability to interact with WaveDyn is described in 

Section 7.  

The multi-body dynamic solver provides a means of mathematically describing the structural forces 

within the WEC structure. All of the non-structural forces applied to the WEC, resulting from the 

hydrodynamics, PTO or moorings must be calculated separately in code modules parallel to the core 

code (MBCore). If the flexible nature of the multi-body structural approach, which allows a range of 

WECs to be defined and simulated, is to be maintained then a multi-body theme must be propagated 

throughout these applied force calculations. The hydrodynamic and mooring forces need to be 

calculated on a body-by-body basis and PTO calculations are associated with a particular joint in the 

multi-body structure. Furthermore, the separation between the structural and the non-structural code 

modules facilitates future updates to be developed and implemented on a case-by-case basis.   



Document No.: 104327/BR/05 WG1 WP1 D3 Implementation Report: Time-Domain Model Issue:  1.0  

 

159 of 191 

Not to be disclosed other than in line with the terms of the Technology Contract 

 

 

To summarise the above description, the complete software formulation for the WEC modelling code 

may be seen as a collection of parallel multi-body Calculation Modules, including MBCore: 

 The geometrical/structural definition formulated using the MBCore code. 

 A hydrodynamic definition containing the hydrodynamic information and force calculation 

functions for the wave activated bodies in the system (any wave activated structural body 

having a parallel hydrodynamic body containing its particular hydrodynamic properties). 

 A moorings system built up from multiple mooring line ‘bodies’, each containing information 

on the line properties and attachment location on the geometrical structure. 

 A PTO system containing information on the PTO properties and force calculation functions 

for any joint contributing to the energy capture of the device. 

 A control system containing the control algorithm used to control / operate the PTO.  

Each of these modules (apart from the MB core) was specifically developed (and will continue to be 

developed) under PerAWaT. The functionalities of each module are discussed in greater detail in the 

corresponding sections of this report. This includes also the optimiser module and the wave analysis 

module, which are outside the WaveDyn structure (the former is effectively the core WaveFarmer 

code and the latter is shared between WaveDyn and WaveFarmer).   

The time-domain formulation allows a detailed characterisation of a WEC and / or an array of WECs. 

The description of the external forces (e.g. mooring force; PTO force), can be highly nonlinear, unlike 

the frequency-domain approach where these must remain linear (or be linearised) for the model to be 

valid. This more accurate description of the main subsystems results in a more computationally 

intensive model, which may lead to limitations regarding the number of WECs if restrictive 

computational times are applied. Nevertheless it is possible to consider such time-domain formulation 

as the target in terms of numerical accuracy.  

It must be stressed that the current software structure is common to the frequency and time-domain 

models, and also suitable for coupling with the spectral-domain models developed under WG1 WP2. 

Synergies with the methodology developed in WG1 WP2 will also allow a spectral-domain 

representation of the fundamental device concepts (FDCs) via the core modules presented in this 

report. It is envisaged that such spectral-domain representation will allow the optimisation of large 

(100+ WECs) arrays of FDCs. The first direct consequence of sharing the core structure is that there 

are considerable synergies between this report (WG1 WP1 D3) and its frequency-domain equivalent 

(WG1 WP1 D2 Implementation Report: Frequency-Domain Model).  

This has resulted in the use of some sections of WG1 WP1 D2 in this report, with the suitable 

adaptations and updates. The major differences are associated with the development and 

implementation of: 

 The wave analysis module, namely the method for spectral fitting, accuracy of fitted spectra 

and the effect of the parameterisation on the energy yield); 

 The moorings module, for which the baseline implementation now allows nonlinear applied 

loads to be considered (results for a case study using one of the FDCs are presented); 

 The PTO and control modules, as in the time-domain the description of the external forces can 

be nonlinear (leading, e.g., to the first PTO template); 

 The optimiser module, namely the integration with the time-domain solver (WaveDyn) and 

detailed investigation regarding aspects that affect the computational efficiency and both the 

layout and PTO optimisation. 

When compared with the formulation presented in WG1 WP1 D2, it is in the above listed modules that 

most of the time-domain implementation effort is immediately clear, although changes to other 
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modules (core and structural) were made. Such additional effort should not be neglected as it 

ultimately ensures that the user of the PerAWaT tools will be able to have a single interface 

irrespective of the formulation and details that his / her WEC (or array of WECs) model requires. 

The initial results presented in this report show the baseline functionality of the code while exploring 

the potential of a time-domain formulation, namely the ability to apply nonlinear mechanically applied 

force profiles (e.g. PTO, moorings). In Section 8 the following aspects are covered in the case studies: 

 The ability to define different FDCs with different characteristics; 

 The influence of different wave input conditions in the response of the WEC; 

 The influence of the array layout in the power absorption characteristics; 

 The influence of the control of the PTO of each array element in the power absorption 

characteristics (by treating the array as a power plant). 

The detailed description and performance of different FDCs and PTOs presented in Sections 6 and 8 

should be analysed carefully. In some cases dimensional results are presented, but it must be 

recognised that the baseline FDC configurations (WEC geometry, number of bodies, control strategy, 

etc) have not been optimised, so no conclusion regarding the relative benefits or efficiency of one type 

of FDC over the other should be made. The results can be considered a mere demonstration that the 

software developed under PerAWaT can assess such questions a detailed way. 

Even though the results in Section 8 are preliminary, such case studies allowed the test of the 

functionality of each module and an effort was made to align these with the verification scenarios 

listed in WG0 D1. Furthermore, the core functionality and case studies here presented are also well 

suited for the configurations to be modelled experimentally under WG2. It is expected that this will 

ensure that comparisons related to initial results from different project partners (GH, UoOx and QUB) 

can be more easily made. However, and as listed in WG1 WP1 D1B, these cases should not be 

confused with a set of representative scenarios for which results will form part of the Beta testing 

specification and will be presented in WG1 WP1 D4 and D15 (versions A and B). Finally, the report is 

concluded with the presentation of immediate next steps that constitute further implementation steps to 

be developed for the Beta releases (Section 9.2). 

 

9.2 Potential extensions 

 

WaveDyn Code Architecture 

Much of the initial implementation work has focussed on the WaveDyn code architecture, which has 

been developed to accommodate time-domain simulation and the frequency-domain results 

processing. No significant structural changes to the code architecture are envisaged. Further updates to 

the numerical integrator functionality may be developed, to give the user control over the integrator 

type used and any related performance parameters. 

 

Hydrodynamics module 

Hydrodynamics Calculation Module development work for the time-domain will focus on 

performance improvements to the baseline implementation described in Section 3. These include: 

 Automated analysis and selection of an appropriate impulse response function cut-off time 

(preventing the user from having to decide how far back in time the radiation force 

convolution should be completed); 
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 Development of a system-identification technique to approximate the radiation force impulse 

response function convolution integral with a finite state-space model (see Methodology 

Report WG1 WP1 D1b, Section 3.3.4), thereby removing the numerical burden of the 

convolution process (note the above point on the cut-off time will still be necessary in 

determining the length of the impulse response function required for the identification 

process); 

 A study on the effect of completing the radiation force convolution integral over increasingly 

coarse time-steps. A coarse convolution time-step may compare favourably in computational 

time with the finite state-space model described above. 

In addition to this, functionality is required to convert a set of user supplied radiation damping data to 

impulse response function data, in the event that the latter is not supplied by the user. The conversion 

process requires the completion of a numerical integration at the start of the simulation, as described in 

Section 3.4.2. 

Further development to incorporate nonlinear hydrodynamic force modelling will be the subject of 

later deliverables and will be closely linked to the first experimental and numerical verification 

datasets. 

 

Wave module 

The wave module will not require any further major changes. The next steps in the investigation of 

methods to parameterise the wave climate are: 

 Further investigations into the effect of the sea state parameterisation on energy yield 

prediction (for a representative range of WECs); 

 Study the effect of the power matrix resolution on the energy yield prediction; 

 Detailed assessment of the influence of directional aspects (including directional spreading). 

 

Moorings module 

The moorings module currently uses a look-up table approach, as discussed in Section 5. No 

information is given to the user (at present) on how to populate such tables. Furthermore, and as 

originally mentioned in WG1 WP1 D2, this approach may need to be complemented by a more 

explicit mooring-line model based on a Morison-element approach. The next steps for the moorings 

module are therefore (with the latter two points being secondary): 

 Devise an appropriate procedure to populate the look-up tables (using data available in the 

literature); 

 Develop comparisons with a Morison elements approach (new tests cases); 

 Investigate the need for a memory term (via a Convolution integral) for specific mooring 

arrangements; 

 Investigate the possibility of creating a finite-state model of the mooring system with the aim 

of carrying out convolutions in the time-domain to represent frequency-dependent impedance. 

 Adding static-analysis capability to the software so that a realistic equilibrium state to be 

computed. This equilibrium state is used as the starting-point for time-domain simulations. 
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PTO and Control modules 

It is envisaged that the further development of the PTO and of the control modules will be, as 

highlighted in Section 6, closely linked. Four generic guidelines for future implementation steps can 

be summarised by: 

 Compare the dynamic response of different FDCs for a range of nonlinear PTO profiles and 

PTO templates; 

 Develop further PTO templates; 

 Develop further options for control strategies (e.g. PTO template specific strategies, such as 

constant pressure (fluctuation in power) and constant power output (fluctuations in pressure) 

methodologies in the hydraulics PTO template); 

 Develop a .dll facility to allow third-parties to provide custom definition files (i.e. their own 

PTO models and control parameters) to be used in WaveDyn without sharing the details with 

the WaveDyn user.  

The PTO module at present supports both explicit PTO force calculation descriptions and a first PTO 

template, designed to support much more complex PTO models, with internal system states. This 

initial template description, for a hydraulic / electrical rectification and smoothing system was 

provided in Methodology Report WG1 WP1 D1b, Section 5.5.4. The PTO module development work 

is expected to occupy a significant proportion of the WaveDyn implementation time up until and 

following the release of the first Beta version of the software. 

 

Optimiser module 

Finally, the main optimiser developments that are envisaged at this stage can be summarised in the 

following points: 

 Improve error handling and verification of inputs, so that users better understand the 

reasons why calculations which are not feasible do not run; 

 Carry out further debugging exercises and more extensive functionality testing; 

 Investigate the practicalities of incorporating a hydrodynamic array interaction technique into 

the tool for use by the frequency- or time-domain solver; 

 Investigate the coupling of the optimisation algorithm with a spectral solver to determine array 

behaviour; 

 Implement another optimisation algorithm, mostly if justified by issues related to 

computational effort. 
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NOMENCLATURE 

Standard Index (S I) Units are used unless stated otherwise 

An overdot, x  indicates differentiation of the quantity x with respect to time. 

A 
*X indicates the complex conjugate of the complex quantity X  

The complex operator, 1j    

A standard glossary of terms can be found in the 2007 Ocean Energy Glossary (IEA-OES), which was 

followed throughout this document. This document is available at  

http://www.wavec.org/client/files/Ocean_Energy_Glossary_Dec_2007.pdf. 

 

Section 3  

A Wave Amplitude 

rB  
Radiation Damping (or Radiation Resistance) 

HYd  General position vector in hydrodynamic coordinates 

gHYd  
Position vector of hydrodynamic coordinate system origin in global 

coordinates 

BFHYd  Position vector of body proximal node in hydrodynamic coodinates 

n  Unit vector normal to the surface 

bf  Buoyancy force 

ef  Excitation force 

extf  External forces 

hsf  Hydrostatic force 

rf  Radiation force 

eF  Complex excitation force amplitude 

 g Acceleration due to gravity  

http://www.wavec.org/client/files/Ocean_Energy_Glossary_Dec_2007.pdf
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h  Water depth 

k  Wave number 

 k t  Radiation Impulse Response (‘Memory’) Function  

hsK  Hydrostatic Stiffness 

mm  Physical Body Mass 

 rm   Added Mass at frequency   

n  Unit vector normal to a surface 

  Density 

  Excitation force amplitude coefficient determined by the flow solver 

S  Waterplane area 

jS , ijS  Waterplane moments 

t  Time 

  Alternative convolution time ordinate 

cutofft  Convolution cut-off time 

   
Wave direction 
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BFHY  
Vector of roll, pitch and yaw rotations describing the instantaneous position 

of the body in the hydrodynamic coordinate system 

  Phase 

e  Complex amplitude phase 

p  Position related phase 

V  Volume 

0V  Mean displaced volume 

 BBB zyx ,,  
Position of the centre of buoyancy for the body, in the hydrodynamic 

coordinate system 

2 f   Angular frequency 

  

Section 4  

a Wave Amplitude 

D(f, θ) Directional Spreading Function (or Directional Distribution) 

E(f) Omnidirectional spectrum or Frequency Spectrum 

f Frequency 

fp Peak Frequency 

fs Sampling Frequency 

g Acceleration due to gravity  

sH  Significant Wave Height 

2 /k    Wave Number 

L Duration of simulation 

nm  nth moment of the omnidirectional spectrum 

MDIR Mean Direction 

r Generalised JONSWAP spectrum high-frequency tail index 
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s Generalised JONSWAP spectrum shape parameter 

S(f, θ) Directional Variance Spectrum 

SDIR Mean Spread 

Tp Peak Period 

eT  Energy Period 

mT  Mean Period 

zT  Zero-Crossing Period 

α Generalised JONSWAP spectrum scale parameter 

β Generalised JONSWAP spectrum location parameter 

γ Generalised JONSWAP spectrum peak enhancement factor 

Δ Deviance between measured and fitted spectra 

δ(θ) Deviance between measured and fitted mean direction 

δ(σ) Deviance between measured and fitted spreading function 

θ Direction of wave propagation 

θm Mean wave direction (frequency dependent) 

λ Wavelength 

η Sea surface elevation 

2 f   Angular frequency 

σc Directional Spread (circular moment definition) 

σl Directional Spread (line moment definition) 

  Phase 

  

Section 5  

Bmoor Damping matrix for the mooring line 

Kmoor Stiffness matrix for the mooring line 
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Mmoor Inertia matrix for the mooring line 

Ca Added-mass coefficient 

Ccurr Current force coefficient in ROMEO 

Cwind Wind force coefficient in ROMEO 

Cs Shape coefficient for wind/current force calculations in ROMEO 

Ch Height coefficient for wind/current force calculations in ROMEO 

X Complex RAO at a given wave frequency 

xp Distance from origin of wave system perpendicular to wave direction 

 = x cos  + y sin  where  = wave direction 

uf Fluid velocity component normal to cable element (Orcaflex) 

us Velocity of cable element 

Cm Inertia coefficient 

 Mean axial strain 

 Expansion factor of cable element 

L Instantaneous length of cable element 

L0 Original (unstretched) length of cable element 

E Young’s modulus 

Dn Effective diameter of cable for drag purposes (for flow in normal direction) 

Da Effective diameter of cable for drag purposes (for flow in axial direction) 

xm General position vector in mooring line coordinates 

p Position vector of mooring attachment point in global coordinates 

peq Position vector of mooring attachment when system is at equilibrium 

  

Section 6 See Table 6.3 

  

Section 7  
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ψ Direction of gridline (Set 1) 

σ Direction of gridline (Set 2) 

p Spacing between gridline of Set 2 along gridlines from Set 1 

s Spacing between gridline of Set 1 along gridlines from Set 2 

M Number of gridlines from Set 1 selected to define potential device locations 

χ Device heading 

a Device radius 

h Clearance beneath the device 

d Water depth 

Bpto Damping coefficient of PTO 

L Device spacing 

N Number of devices in the array 

β Wave direction 

T Period 

T-10 Energy period 

Tp Peak period 

Hm0  Significant wave height 

Pabs Absorbed power 
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KEY TO ACRONYMS 

ADCP  Acoustic Doppler Current Profiler 

AIC   Akaike’s Information Criterion 

BCS   Body-fixed Coordinate System 

BDM   Bayesian Directional Method 

BEM   Boundary Element Method 

DDD   Double Direction Decomposition 

DFTM  Direct Fourier Transform Method 

DLL   Dynamic-Link Library 

DOF   Degree-Of-Freedom 

EMEC  European Marine Energy Centre 

EMLM  Extended Maximum Likelihood Method 

EMEP  Extended Maximum Entropy Principle 

EWTEC  European Wave and Tidal Energy Conference 

FD   Frequency-Domain 

FDC   Fundamental Device Concept 

FFT   Fast Fourier Transform 

FSP   Full-Scale Prototype 

GA   Genetic Algorithm 

GH   Garrad Hassan and Partners Ltd 

GCS   Global Coordinate System 

GUI   Graphical User Interface 

IMLM  Iterated Maximum Likelihood Method 

JONSWAP  Joint North Sea Wave Project 

NURBS  Non-Uniform Rational B-Splines 

OWC   Oscillating Water Column 
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PM   Pierson-Moskowitz 

PR   Power Ratio (ratio between measured and expected power) 

PTO   Power Take-Off 

QUB   Queen’s University Belfast 

RAO   Response Amplitude Operator 

RCW   Relative Capture Width 

RMS   Root-Mean-Square 

SDD   Single Direction Decomposition 

TD   Time-Domain 

TFSM  Truncated Fourier Series Decomposition Method 

UoOx   University of Oxford 

WEC   Wave Energy Converter 

WR   Waverider 
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APPENDIX A IMPLEMENTATION DETAILS (MBCORE) 

MBCore: co-ordinate systems 

The equation of motion for the system, constructed by MBCore, is expressed in what will here (and 

throughout the development of WaveDyn) be referred to as the global co-ordinate system; a right-hand 

inertial frame of reference with its origin defined relative to the position of the Ground body (see the 

‘location’ parameter in Figure A.1) and the z-axis being positive upwards. The direction of the positive 

global x-axis is aligned with south for the purpose of defining the incident wave directions. Each rigid 

body in the system has its own ‘body-fixed frame of reference’ which is positioned at the body’s 

proximal node and is used to track the body position as it moves in global space. The body-fixed 

frame of reference of the ground body has the same orientation as the global co-ordinate system and 

an origin at the ground body proximal node. The orientation of the body-fixed co-ordinate systems for 

bodies further up the tree-structure are inherited from the bodies below. Bodies with distal nodes allow 

the user to specify a relative rotation of their distal node to the proximal node; the distal node is the 

proximal node of the proceeding body in the tree, so specifying a non-zero rotation here rotates the 

body-fixed co-ordinate system of the proceeding body. This inheritance system is illustrated in Figure 

A.1 below. The multi-body system may be queried for a position vector describing the global position 

of a specified body and the instantaneous rotation of its body-fixed frame of reference relative to the 

global frame at any time.  

 

Figure A.1. Global and body-fixed MBCore co-ordinate systems. Note that the body-fixed co-

ordinate systems origins are located at the proximal node of each body. 
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relative rotation of -45° 
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GHTools: vector and matrix Handling support  

The mathematical calculations within both MBCore and the other parts of the WaveDyn code are most 

efficiently and clearly described in a matrix/vector format. GH have developed C++ support for vector 

and matrix handling in a separate library, GHTools, which is based on the LAPACK/BLAS high 

performance Fortran mathematical libraries (LAPACK, 20102). GHTools provides matrix and vector 

type classes designed to handle algebraic operations (typically provided as operator overloadings), as 

well as an ‘EulPar’ class designed specifically to cope with the handling of Euler parameter scalar-

vector quarterians and conversions to/from three parameter rotation matrices describing successive 

roll, pitch and yaw rotations about the global axes.  

For clarity, the Euler parameter quarterian, q  used within GHTools is defined for a rotation of angle 

  about a Cartesian 3x1 unit vector n  as: 

  0 1 2 3, , ,q q q q q  where:    0 cos / 2q  ;     sin / 2i iq n     [A.1] 

     So that: 
2 2 2 2

0 1 2 3 1q q q q     

The same rotation may alternatively be represented by successive rotations of a roll angle   about the 

global x-axis, a pitch of angle   about the global y-axis and a yaw of angle   about the global z-axis, 

which may be encapsulated in rotation matrix form as: 

  

cos sin 0 cos 0 sin 1 0 0

sin cos 0 0 1 0 0 cos sin

0 0 1 sin 0 cos 0 sin cos

R R R R 

   

    

   

   
   

     
      

 

cos cos cos sin sin sin cos cos sin cos sin sin

sin cos sin sin sin cos cos sin sin cos cos sin

sin cos sin cos cos

           

           

    

  
 

   
  

 

[A.2] 

Note the overall rotation matrix, R , is nonlinear in terms of the roll, pitch and yaw angles and also 

that the matrix is orthogonal, so that its inverse is simply its transpose. 

 

An introduction to multi-body co-ordinate system transformations 

It can be confusing to visualise the correct way to apply a rotation matrix as rotations can be thought 

of in terms of a rotation of a position vector of a point in space to a new position in the same reference 

frame, or as a transformation in the co-ordinates of a fixed point, from a rotated frame of reference 

back to the global frame of reference. This is illustrated by the examples given below. 

                                                                 

2 LAPACK – Linear Algebra PACKage, (2010). Developed since 2004 with the support of the National Science Foundation 

(USA)  under Grant No. NSF-0444486. http://www.netlib.org/lapack/ 
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Consider a rotated relative frame of reference rolled through a 90deg angle, but with its origin located 

in the same place as the underlying global, inertial frame of reference, as shown in Figure A.2. Point A 

has a position vector g Ad = (2,1,1) (X,Y,Z) in global co-ordinates; the g subscript indicates that the 

vector values are relative to the global reference frame. Ignoring the local frame for now, in order to 

rotate point A on to another point, B, which is has global position vector g Bd = (2,-1,1), then it is 

necessary to multiply the position vector of A by the rotation matrix for a 90deg roll: 

1 0 0 2 1 0 0 2 2

0 cos90 sin 90 1 0 0 1 1 1

0 sin 90 cos90 1 0 1 0 1 1

g B g Ad R d

         
         

      
         
                  

  [A.3] 

The same position vector could now be rotated by 90deg about the global y-axis, so that point A comes 

to rest in position C, which has global co-ordinates (1,-1,-2) by pre-multiplying the previous result by 

the pitch rotation matrix: 

   

cos90 0 sin 90 2 0 0 1 2 1

0 1 0 1 0 1 0 1 1

sin 90 0 cos90 1 1 0 0 1 2

gC g Bd R d

         
         

      
         
                    

  [A.4] 

 

Figure A.2. Rotation of vectors in a fixed reference frame and conversion of vectors between a 

global (XYZ) and superimposed, rotated, relative frame (x,y,z). 

 

It is possible to complete the two rotations in a single step by multiplying the position vector of A by 

the combined rotation matrix R R R  : 

  gC g Ad R R d             [2.5] 

.A   (2,1,1) / (2,1,-1) 

X 

x 
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z .     B (2,-1,1) 

 C (1,-1,-2) 
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In general, a vector can be rotated within a single reference frame by pre-multiplying by the rotation 

matrix R  composed from the required roll, pitch and yaw about the stationary co-ordinate system 

axes. 

Now consider the rotated local reference frame shown in red in Figure A.2. Point A has position b Ad = 

(2,1,-1) in this relative co-ordinate system (notice the subscript is now  b). If the objective is to convert 

from global values, g Ad  to the relative local frame position, then the local reference frame position 

vector must be multiplied by the inverse (the transpose) of the 90deg roll rotation matrix (recalling that 

the local frame is orientated at a 90deg roll offset from the global frame): 

1

1 0 0 2 2

0 0 1 1 1

0 1 0 1 1

T

bA gA gAd R d R d 



     
     

   
     
           

     [A.6] 

In general it is possible to say that, to convert a vector from the global reference frame to a rotated, 

local relative reference frame with the same origin, it is necessary to pre-multiply the vector by the 

transpose of the rotation matrix comprised of the rotations that a set of axes starting exactly on top of 

the global axes would have to go though about the global axes to reach the local, relative frame. 

Conversely, to convert a vector given in the local, relative frame into global values, it is necessary to 

pre-multiply by the rotation matrix describing the relative orientation of the local frame: 

1 T

b g gd R d R d


            [A.7] 

g bd Rd             [A.8] 

Typically the local reference frame (most likely a body-fixed reference frame) is unlikely to have its 

origin on top of the global origin, but will rather have a spatial offset described in global co-ordinates 

by an additional position vector g BFd , as shown in Figure A.3. This offset can be used to expand the 

equations A.7 and A.8 to a more general form for any relative (to global) reference frame so that: 

 T T T

b g gBF g gBFd R d d R d R d           [A.9] 

  g b gBFd Rd d                     [A.10] 

Note that it is necessary to apply such a spatial offset only in the case of position vectors (denoted here 

by the letter d ), as the difference in position is lost in the differentiation to velocity vectors (it is 

assumed that the case of a relative reference frame with a velocity offset is not of use in the 

calculations presented in this report). Similarly, force vectors may be transformed from a relative co-

ordinate system with a position offset to the global one by simply using the relationships described by 

Equations A.7 and A.8. 
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Figure A.3. The position vectors involved in the transformation of the position of a point A from 

a global (X,Y,Z) to a displaced, rotated relative local reference frame (x,y,z). 
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APPENDIX B HYDRODYNAMIC COORDINATE SYSTEM TRANSFORMATIONS 

It is typical for potential flow solvers to provide hydrodynamic data for a body in a form that refers to 

the motion about a fixed reference position in global space. This is usually the body’s static 

equilibrium position (in the absence of waves) and is provided in global coordinates as a user input to 

both the flow solver and to WaveDyn as the BodyFixedHyOrigin parameter. Hydrodynamic force 

calculations are completed for each body by WaveDyn using this local hydrodynamic coordinate 

system reference plane and forces are converted into the global co-ordinate system before being 

passed back to the MBCore structural model. MBCore provides body kinematic data for use in the 

applied force Calculation Modules in the global co-ordinate system only and so it is necessary to apply 

a set of coordinate system transformations to convert the data to a form relative to the 

BodyFixedHyOrigin before the force calculation may proceed.  

The complete set of coordinate system transformations for the Hydrodynamic force calculation 

module is outlined below. The approach assumes that the reader is familiar with the theory previously 

provided in Appendix A, however the cases are not identical. 

The BodyFixedHyOrigin is an inertial reference frame positioned at a stationary point in global 

space, described by position vector gHYd . The BodyFixedHyOrigin is shown in green in the 

diagrams below, whilst the global frame of reference is shown in black. At a given point in time, a 

wave activated body may be positioned at any point in global space. Its position and orientation is 

represented by the instantaneous body-fixed reference frame, which is marked in red.  

Conversion of global body X,Y,Z displacements to surge, sway and heave values in the hydrodynamics 

co-ordinate system:  

The task is to determine position vector dHY BF  from the known global vectors gHYd and gBFd , as 

shown in Figure B.1. dHY BF  is a position vector relative to the BodyFixedHyOrigin reference plane 

and so it is necessary to convert the global position vectors to this plane so that the difference between 

the two will yield the required answer. The conversion requires pre-multiplication by the inverse 

(transpose) of the rotation matrix describing the orientation of the BodyFixedHyOrigin relative to 

the global origin, HYR , so that the end result takes the form: 

 
HYgBFg

T

HYg

T

HYBFg

T

HYBFHY
ddRdRdRd         [B.1] 
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Figure B.1. Determining the instantaneous body position relative to the hydrodynamic reference 

plane, BodyFixedHyOrigin. 

 

Conversion of global body Roll, Pitch and Yaw displacements to the hydrodynamics co-ordinate 

system: 

The procedure described above provides a means of calculating the surge, sway and heave motions of 

the body only. The roll, pitch and yaw displacements are also required and may be determined as 

follows: 

MBCore can be queried to return the Euler parameter quarternian describing the instantaneous global 

orientation of the body-fixed (red) reference frame. The Euler parameter can be converted to roll, pitch 

and yaw angles which may in turn be compiled into a rotation matrix BFR  that would rotate the global 

axes to the orientation of the body-fixed frame. The rotation matrix HYR  is also known; this rotates 

the global axes to the BodyFixedHyOrigin orientation.  

The objective is to determine the rotation matrix that rotates the BodyFixedHyOrigin to the body-

fixed reference plane; this is equivalent to the net rotation achieved by rotating the 

BodyFixedHyOrigin to the global orientation and then rotating the result to the body-fixed frame, a 

process achieved by the combined rotation matrix:   

BF

T

HY RR               [B.2] 

A single set of roll, pitch and yaw angles may be extracted from the combined matrix. These angles 

represent the instantaneous orientation of the body relative to the BodyFixedHyOrigin as required. 
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Figure B.2. Rotation matrix combinations for determining the instantaneous body rotation 

relative to the Hydrodynamic reference frame, BodyFixedHyOrigin. 

 

Conversion of global body velocity and force values to the hydrodynamics co-ordinate system: 

The velocity transformations are simpler than those for the displacements, as the three different 

reference frames are not offset from one another in velocity. As a result, the global (X,Y,Z) and 

(Roll,Pitch,Yaw) velocity vectors describing the body-fixed reference plane, 
BFg

v  and 
BFg

  may be 

rotated directly into the hydrodynamics frame of reference, BodyFixedHyOrigin using the HYR  

rotation matrix alone: 

BFg

T

HYBFHY
vRv              [B.3] 

BFg

T

HYBFHY
R               [B.4] 

The force calculations completed once the body kinematic data from MBCore has been converted are 

described in Section 3.4. The force vectors must be converted back into the global co-ordinate system 

to be applied to the structure. The conversion once again involves the hydrodynamics reference frame 

rotation matrix only: 

   HeaveSwaySurgeFRZYXF
BFHYHYBFg

,,,,          [B.5] 

   YawPitchRollFRYawPitchRollF
BFHYHYBFg

,,,,         [B.6] 
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